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Introduction
Background

What is an anomaly in the context off a communication
network?
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Intrusion Detection
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Anemaly: detection approacChEes.
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Classical Model

Anomaly - unusual event

Conventional mathematical model
Outlier of a distribution

Empirical distribution deviates from the model
distribution
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Common Problems

¢ Collecting the data
¢ Source, location, number

¢ FPs, ENs,

¢ lL.earning Normal

¢ ldentiiing a Change
¢ Updating
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Types of Anomalies in-
Communication Network Data

¢ Performance related Data.

— Delay, Throughput, less, Faults, Routing
Changes

& SECUrItY related.
— [Rtrusions; Misuse(?), DS

¢ Content relateds.
—Applicationrusage;, Datatlype/ Content
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Network Traffic Characterlstlcs

¢ Bandwidth — Average, Peak etc.
¢ Delay — Absolute and Variance.
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Anomalies in Network Traffic'

Measurements

¢ Results used to provide delay and
loss measures for Bl Operations.

¢ ldentifies changes N PErformMance-
termed Exceptions.
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Example Data Exception- Step
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Example Data Exception-
Time of Day Delay Variation
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Intrusion Definitions
(Computer)

“An incident of unauthorized access to
data or an automated information
system™

0 COMPrOMISE ar COmpPUtEr Sy.Stem by,
Preaking the SecURItY, O SUCH al System
O caliSingNEterERtERINEerantIRSECURE
States

“ O D D I @)
I & - =)
. o) 0 8



¢ A Active Process in Which various
aspects ol a computer and network
system are monitored and analysed
[Or evidence of intrusion

¢ Passive elements needed as well for
PrEVERtion; such as checking
DASSWORA Strengthr ete.




IDS Characteristics

CHARACTERISTIC

DEFINITION

Defines from where the
information used by
IDSs is gathered.

Source of Information

Defines how IDSs learn
the difference between
normal and malicious
information.

Defines the level of
cooperation between
different IDSs.

Learning Approach

Detection Systems
Cooperation

Cooperative Systems

Defines the way
Deployment

cooperative IDSs share
the information.

Defines how long takes
to implement the
intrusions detection.

Detection Timing

Defines the
methodology utilised to
implement the
intrusions detection.

Detection Methodology

CATEGORY
Network-based
Host-based

Router-based
Supervised

Unsupervised
Autonomous
Cooperative
Centralised
Hieratical
Distributed
Off-Line
On-Line
Misuse
Anomaly

Hybrid
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How can Intrusion Occur?
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¢ Often Two Phases:

— 1. Penetration

¢ [lrejan via Email

o \Worm via an Open Port
— 2. Exploitation

& Compromising the liarget via an Exploit
¢ BUfifier OverElow: Example
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dentifying Anomalies in
Communication Networks

¢ Rule Based (Misuse Detection)
o Window: Based Algoerithms
¢ KS (Kolmoegorov—SmirnoeV) Statistic

¢ Data Mining (Including Clustering
Algerithms)




Detecting Intrusion

¢ [wo Fundamental Approaches:
— Rule Based (E.g. Snort)
— Free D software
—\Windows, Linux

—Anemaly: Based:

—@ltenruses Alralgenithms including
—Baysian Beliei ANNSGAS Datar MIning,
—(@ase BasedrReasoning




Rule Based IDS

¢ Snort: (from http://Www.SnortiEse
SNort) k

“Snort can perform protocol analysis andl content
searching/matehing. It can be used to detect a
Varety off attaCks and prebes, sUch as bUliier
OVErleows; stealth pont scans, CGl attacks, SMB
PLELES, OS hiNGEPHNtING attEmpPLS, and muech
menRe: G USES arfiexiplerrtlesiianguagertordESChHIE
thaific thatit Shotld collECE ORI PASS, astwWellfasia
detectonrengine thatutlizeEstarmoedulapitg-in

. 77
architecture
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Example Snort Rules
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VWindow Based Approacheéu
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The KS Statistic

¢ A non-parametric (i.e. Distribution
type does not matter) test of
similarity: between two distributions.




¢ The Kolmogorov-Smirnoyv. test statistic is defined as
. D=maxlsisN(ECT)—i—1IN,IN=E(Y1))

¢ where E is the theoretical cumulative distribution of the
distrbution being tested which must be a continuous distribution

(I.e., no discrete distrbutions such as the binomial or Peisson),
and it must be fully: specified (i.e., the location, scale, and shape
pParaMmeEters Cannot be estimated firom the data).
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Using the KS Test




Possible
Exception

K-S Test
(Kolmogorov-
Smirnov)

Neural
Network

Classified
Exception

-
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Using a Neural Network

®

121 inputs . 7 outputs

1 bias 150 hidden units
1 bias
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Using a Neural Network




Anomaly Approach Using Data
Mining
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Clustering Algorithm for DoS
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DDoS Abnormalities
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Seconds_into_day

51.000
50800
50,600
60 400
50200
50.000

1,119.272,0000 10.272,1001 10,272 2000 10,272 3001 160 272 9001 10,272 5001 10 2720001 10.272 7001 10,272 8001 10,272 0001 10,273 000

Time_of_Captuze




Anomaly Example — Average Packet Size

Seconds_into_day
51.000
50,800
50,600
50400
£0.200
50.000
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1112272 0000 10 272,100 10,272 2000 10,272 3001 10 272 Q001 10,272 500 16 272 0001 10,272 7001 19,272 ,8001 10, 272 900 10,273 000

Time_of_Capture
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Seconds_into_day

51.000
50800
50,600
50,400
50.200
50.000

1,119.272,060 10,272,180 10,272 200 10.272 300 19,272 400 10,272 5601 10 272 080 10.272 700 10,272,280 10 272 000 10,273 000

Time_of_Capture




Saconds_ino_day

51,000
50,200
50,000
50,900
50,200
50,000

1.119.272.000 19.272.1860110.272 200 10.272 300 19.272 900 10,272 5601 10.272 600 10 272700 10 272 880 10,272 600 10 273 .000
Time_of_Captuie




Seconds_into_day
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Example Detection Metric (IP
Subnet Value)

Src Subnet Count

76,000 77,000 78,000 79,000 80,000 81,000 82,000 83,000 84,000 85,000 26,000

Seconds into day




24 Example — TCP Syn Flags/Sec

SYN Packets Per Second

DoS
B Nommal
A DoS

7,600 8,000 8,600 9,000 9,500 10,000 10,500

Seconds into day




Relative Importance of Detection
Metrics

TCP momam
UDP
Mixed Laboratory
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¢ True Positive (7//7) refers to one attack frame
that has been correctly classified as malicious.

¢ True Negative (//V) refers to one non-attack

frame that has been correctly classified as legal
frames.

¢ False Positive (/) refers to one non-attack
frame that has been misclassified as malicious.

¢ False Negative (//V) refers to one attack frame
that has been misclassified as legal frames.




¢ Detection Rate (Dﬁ) IS the proportion of attack frames

correctly classified as malicious, among all the attack
frames.

& DR =1L/ N+ TP

¢ False Positive Rate (FP\U?CZZ‘(?) is the proportion of non-

attack frames misclassified as malicious, among all the
evaluated frames.

L A Rz (Y |= 28 LA A LA 2

¢ False Negative Rate (F/Vlﬁczte) Is the proportion of
attack frames misclassified as legal, among all the attack




Overall Success Rate (05 1?) or A cculd Cyis the proportion of the total number

of frames correctly classified, among all the evaluated frames.

& OSSR (%)= TN-TP) TP+ FP- TN FV:

ID 1°ECLSTOT or R cou [ [ 1S the proportion ofiattackiframes correctly classified as

malicious, among all the alarms generated.

o Araelsign (Y )= LR LA 2

F _5 COJ € or F —M COUSTHATEESS 2 tradeolT between Precision and DR. The
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Summary and Conclusmns




Review Questions

1. Which Al approach may be best for the following scenarios?

¢ Determining which, of a number of groups, a particular pattern

of an attack belongs to.

¢ Combining the outputs of a number of different IDSs into a

single result.




