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ABSTRACT

For many audio applications, availability of recorded multi-channel room impulse responses (MC-RIRs) is
fundamental. They enable development and testing of acoustic systems for reflective rooms. We present multiple
MC-RIR datasets recorded in diverse rooms, using up to 60 loudspeaker positions and various uniform compact
microphone arrays. These datasets complement existing RIR libraries and have dense spatial sampling of a listening
position. To reveal the encapsulated spatial information, several state of the art room visualization methods are
presented. Results confirm the measurement fidelity and graphically depict the geometry of the recorded rooms.
Further investigation of these recordings and visualization methods will facilitate object-based RIR encoding,
integration of audio with other forms of spatial information, and meaningful extrapolation and manipulation of
recorded compact microphone array RIRs.

1 Introduction

The room impulse response (RIR) is an audio sig-
nal characterizing the acoustic of the room where it
is recorded. Hence, it underpins many audio signal
processing research areas (e.g. spatial audio, source
separation, source tracking, audio reverberation and
dereverberation) since it provides information about
microphone and loudspeaker positions, room geometry
and room size. Multi-channel RIRs (MC-RIRs) are usu-
ally used, providing the opportunity to apply algorithms
to extract important parameters such as directions or
times of arrival (DOAs or TOAs, respectively).

In the literature, no model yet exists to generate RIRs
that can exactly simulate the real acoustic properties
of a room. Therefore, many researchers use databases
of recorded RIRs. One of the first publicly-available

datasets was the one presented in [1], where, like in [2],
a high number of loudspeaker positions were measured.
However, the use of a uniform linear array (ULA) of
microphones limited its applicability because models to
analyse room acoustics in 3D must exploit at least a 2D
configuration of microphones. In [3] and [4], one of the
main contributions was given by binaural recordings.
B-format datasets were provided by [5], together with
omnidirectional recordings, with microphones being
placed in a grid which covered almost the entire plan
of the rooms. However, the microphones were spatially
too sparse to apply algorithms assuming the far-field.
In [6] the reflection positions were visualized using
directional MC-RIRs recorded with an Eigenmike.

Recently, several algorithms for MC-RIR visualiza-
tion have been implemented, designed to show dif-
ferent acoustic properties of the rooms. In [7], plane
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wave decomposition (PWD) was applied to visualize
the amount of energy arriving over time to a uniform
circular array (UCA) from any DOA. Reflector po-
sitions can also be estimated and graphically shown
as planes, localizing the image sources directly [8, 9],
or constructing geometric surfaces in the space [10].
In [11], the spatio-temporal response was visualized to
analyse concert hall acoustics. Image source locations
relative to a spatial RIR were presented in [12].

In this article we present datasets and visualizations
of MC-RIRs recorded using a compact UCA in two
rooms at the University of Surrey and at Emmanuel
Church in Guildford. Other datasets recorded using
a compact uniform rectangular array (URA) are also
available. The array’s compactness allows us to use
algorithms assuming the far-field, and offers a listener’s
perspective on the recorded rooms. To demonstrate the
information contained in the MC-RIRs and provide a
graphical representation of the rooms involved, room
visualization methods are applied. Sec. 2 introduces the
visualization algorithms; Sec. 3 presents the datasets
and shows the visualizations; and Sec. 4 concludes.

2 Room visualization techniques

In this section we describe the visualization techniques
and the room characteristics that they demonstrate.

Raw data and DOA-time energy analysis. One use-
ful technique to understand the room acoustics is to
visualize the DOA of acoustic energy over time. Here,
a visualization similar to [7] was achieved by steering
a superdirective beamformer (the superdirective array,
SDA [13]) in each azimuth direction with a resolution
of one degree. The energy arriving from each direc-
tion is visualized after calculating the short-term power
average by sliding a 0.37 ms Hann window along the
steered RIRs. This representation can be considered
as an evolution of [14], where the author presented a
visualization of MC-RIRs generated by plotting the raw
signals adjacent to one another in the time domain.

Reflection and reflector localization. These tech-
niques aim to visualize the reflections and reflecting
surfaces. A first model is based on image sources. To
localize the image sources, the TOAs and DOAs are
utilized. The dynamic programming projected phase-
slope algorithm (DYPSA), modified to be used with
RIRs [15], is used to extract the TOAs. Based on
the TOAs, the RIRs are segmented. The segmented

Table 1: Properties of the three rooms presented.
Dataset Dimension (m) RT60 (ms)

500Hz–2kHz
MainChurch 19.68×24.32×5.97 1500–1200

Studio1 14.55×17.08×6.50 1400–1100
AudioBooth 4.12×4.98×2.10 413–115

signals are used to extract the DOA parameters for
the early reflections using a 3D delay-and-sum beam-
former (DSB) [15]. Finally, the reflector is drawn as
the plane perpendicular to the line generated by the
image source and the loudspeaker and passing through
its mid-point. The position of the reflection is given by
the intersection of the reflector and the line between
the microphone array centre and the image source.

A second model uses ellipsoids to estimate the reflector
positions. A set of ellipsoids are generated, having foci
on the microphone-source combinations and major axis
of the reflection’s path length. The random sample con-
sensus (RANSAC)-based technique is used to find the
estimated reflector location, i.e. the common tangent
plane to all the ellipsoids generated [10].

3 Recorded dataset visualization

In this section we present the MC-RIR datasets
recorded using a compact microphone array in vari-
ous rooms. We then show the visualizations applied to
these measurements, and comment on the room acous-
tic features highlighted.

3.1 Recorded MC-RIR datasets

Several sets of RIRs are available. Here, we describe
the three datasets that are used for the visualizations
presented in this paper (summarized in Tab. 1), and
further sets are available online. Countryman B3 omni
lavalier microphones were used for each dataset.

AudioBooth. The “AudioBooth” is an acoustically
treated room at the University of Surrey. A 17 channel
loudspeaker array was mounted on a truncated geodesic
sphere with the equator at 1.02 m elevation. The array
comprised nine Genelec 8020B loudspeakers around
the equator at 1.68 m radius and 0,±30,±70,±110 and
±155 degrees in azimuth relative to the centre channel.
At ±30 and ±110 degrees, further loudspeakers were
placed at ±30 degrees elevation. The microphone ar-
ray, positioned at the centre of the loudspeaker array,
was a 48 channel double concentric UCA having 24
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Fig. 1: Raw MC-RIR data visualization and superdirective DOA-time energy analysis (here titled beamformed
data), for AudioBooth (a), Studio1 (b) and MainChurch (c).

(a) Six reflections (blue), one loud-
speaker (green), UCA (red).

(b) First reflection (blue) for every
loudspeaker (green), UCA (red).

(c) Ellipsoids, estimated plane (brown)
and groundtruth (blue).

Fig. 2: AudioBooth reflection and reflector estimation, showing the first six reflections due to (a) a single loud-
speaker; (b) first reflection of multiple loudspeakers simultaneously; (c) the resulting reflector estimation.

microphones evenly spaced around radii of 0.083 m
and 0.104 m. A sound-field microphone was also po-
sitioned at the centre of the double UCA. RIRs were
recorded at a sampling frequency of 48kHz by the log
sine sweep method.
Studio1. RIRs were also recorded in “Studio1”, a large
recording studio at the University of Surrey. A total of
15 loudspeakers positioned 2.0–4.0 m from the array
at heights of 0.3–1.50 m were used. As before, RIRs
were recorded at 48kHz by the log sine sweep method.
The loudspeakers were Genelec 1032B and the same
48 channel double UCA, with 1.5 m height, was used
as for the AudioBooth.
Emmanuel Church. RIRs were recorded in two
rooms at Emmanuel Church: the “MainChurch” and

the “OldChurch”. Visualizations of the MainChurch
are given here, and the OldChurch data and documen-
tation is available online. The MainChurch MC-RIRs
were recorded using Genelec 8030A loudspeakers po-
sitioned at 0, ±30 and ±110 degrees in azimuth and
0 and 30 degrees elevation at a radius of 5 m, giving
a total of 10 positions. The 48 channel dual UCA and
Soundfield microphones were used as for the Audio-
Booth.

Further datasets. Further datasets recorded in “Stu-
dio2” and the “Vislab” are available, in each case hav-
ing 60 loudspeakers equally spaced around a radius
of 1.68 m, and with various positions of a 48 chan-
nel uniform rectangular microphone array combined to
make a grid of measurement positions. In Studio2 864
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different microphones positions were measured, and in
Vislab 384 positions were measured. In each case the
maximum length sequence (MLS) technique was used
at sampling frequency 48kHz. These measurements
are available from http://cvssp.org/soundzone/resource;
DOI http://dx.doi.org/10.15126/surreydata.00808179.

3.2 MC-RIRs visualization

The MC-RIR visualization techniques presented in
Sec. 2 were applied to the recorded data. As shown
in Fig. 1, the raw MC-RIR data representation allows
visualization of the sound waves arriving to the mi-
crophones. In addition, the superdirective DOA-time
energy analysis emphasises the DOAs of the early re-
flections. There are clearly differences among the
room acoustics. In particular, the early reflections
much stronger for AudioBooth and MainChurch com-
pared to Studio1. Studio1 is essentially a shoebox,
with some cluttering introduced by the measurement
setup (see [16]). Conversely, MainChurch has a com-
plex shape and many other objects near the propaga-
tion path, and the later reflections in AudioBooth are
diffuse and due to low frequency modes. The Audio-
Booth reflections are also shown in Fig. 2, where the
blue spots show the estimated reflection locations. The
three sub-figures show how it is possible to extract first-
order (represented inside the shoebox) and higher-order
reflections using one loudspeaker (Fig. 2a), and the pos-
sibility of selecting just the first reflection from each
loudspeaker (Fig. 2b), to localize the reflector (Fig. 2c).

4 Conclusion

A new database of RIR measurements was recorded
using a compact microphone array. Visualization meth-
ods were applied to them, highlighting the detail inher-
ent in compact array perspective of the room acoustics.
The presented datasets, formatted following the Spa-
tially Oriented Format for Acoustics (SOFA)[17], are
available for download from http://cvssp.org/data/s3a;
DOI http://dx.doi.org/10.15126/surreydata.00808465.
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