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We discuss the problem of pose invariant face recognition using a Markov Random Field (MRF) model.
MRF image to image matching has been shown to be very promising in earlier studies (Arashloo and
Kittler, 2011) [4]. Its demanding computational complexity has been addressed in Arashloo et al.
(2011) [6] by means of multiresolution MRFs linked by the super coupling transform advocated by Petrou
et al. (1998) [37, 11]. In this paper, we benefit from the daisy descriptor for face image representation in
image matching. Most importantly, we design an innovative GPU implementation of the proposed
multiresolution MRF matching process. The significant speed up achieved (factor of 25) has multiple
benefits: It makes the MRF approach a practical proposition. It facilitates extensive empirical optimisa-
tion and evaluation studies. The latter conducted on benchmarking databases, including the challenging
labelled faces in the wild (LFW) database show the outstanding potential of the proposed method, which
consistently achieves state-of-the-art performance in standard benchmarking tests. The experimental
studies also show that the super coupled multiresolution MRFs deliver a computational speed up by a

factor of 5 over and above the speed up achieved using the GPU implementation.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Although performing well in controlled conditions, current face
recognition systems are seriously challenged by a number of
factors including unconstrained pose and face expression and vary-
ing illumination. From the face image representation point of view,
recognition methods can be roughly divided into global and local
feature based approaches. As global features are not robust to local
distortions, local feature based methods have been favoured in the
recent developments. However, local regions from which features
are extracted should correspond to the same regions across differ-
ent images to be effective in recognition. Hence, image matching
and alignment have become an integral part of the face recognition
pipeline. Among the numerous solutions proposed to matching,
the Markov Random Field methodology is known to be a promising
approach, especially for handling large non-rigid transformations.
Unfortunately, the optimisation and inference over a spatial
graphical model is computationally demanding. Many algorithms
based on MRFs are not commercially viable because of their
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computational complexity. The prohibitive computation time is
also acutely felt in evaluating such algorithms on large databases.

Recently, the computational complexity has been somewhat
alleviated by the development of efficient optimisation algorithms
[27,57,26,12]. In particular, the idea of formulating the image
matching problem on two interacting Markov Random Fields,
focusing on disparities in the horizontal and vertical directions
respectively, has been proven to be very powerful. This idea was
successfully adapted for unconstrained pose invariant face recogni-
tion in [4,6,3,5]. In this work, pose-invariance is achieved via dense
matching of images while illumination invariant representations
adopted minimises the unwanted effects of illumination changes.
Minimising the adverse effects of the background and unavailabil-
ity of frontal gallery images on the recognition performance in
unconstrained settings is achieved via a symmetrical matching
process, i.e. the first image is matched to the second and then the
roles of the two images to be compared are exchanged. The
procedure is then repeated for the horizontally mirrored versions
of both images and the final score is taken as the minimum of
the distances thus obtained. For optimisation, distance transform
technique [16] is employed for efficient message passing in the
context of dual decomposition framework [27]. In addition, an
incremental subgradient method [10] is used so that the more
computationally demanding local updates in the decomposition
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framework are performed less frequently. This MRF approach to
face recognition, advocated in [4], has been shown to have
appealing characteristics. It can cope with moderate translation,
in and out of plane rotation, scaling and perspective effects without
the need for non-frontal images in training. Furthermore, no strict
assumption is made about the pose of the subject prior to
matching.

Further speed up gains in optimisation are achieved by adopt-
ing a multiresolution approach [6] inspired by the work of Petrou
etal.[37,11], who developed the methodology for linking the MRFs
at multiple resolution levels to ensure a consistent model. Their
method of coarsening the image is based on the renormalisation
group theory (RGT) originally advocated by Gidas [18]. The RGT
method provides a principled way of processing information of a
Markov Random Field at multiple scales. For the multiresolution
analysis of a given lattice problem, the method constructs coarser
and coarser grids of an original lattice in different scales and then
associates an energy function to each scale in a way that it is con-
sistent with the energy of the original problem. During processing,
a coarse to fine multiscale approach is pursued starting from the
coarsest scale and moving to the finest scale. The RGT method
provides certain benefits in a multiscale analysis. A major advan-
tage of the approach is the accelerated optimisation. In a coarse
scale, not only the number of sites are reduced but their admissible
states are fewer compared to the original problem. Hence, a faster
convergence is expected. Moving to a next finer scale, only those
configurations of sites which are consistent with the previous
coarser scale are considered. That is, the optimisation is now per-
formed in a subspace of the finer scale, reducing the computational
cost. In addition to accelerating convergence, it has been found that
a multiresolution analysis based on RGT is instrumental in pre-
venting the optimisation algorithm to get stuck in local minima.
However, the RGT is known to be difficult in practice. To avoid
the difficulties with RGT, Petrou et al. proposed an alternative
transformation which does not have the full properties of the
RGT but which preserves the global minimum of the cost function.

The key contribution of the current work is to reduce the pro-
cessing time of inference in MRF image matching even further. In
this respect, we focus on parallel processing algorithms and show
how the optimisation problem for image matching can be reformu-
lated to be solved on a GPU. We show how the dual decomposition
approach to face image matching advocated in [4,6] can be ported
onto a graphical processing unit for efficient implementation.

The current work also supersedes [4,6] in terms of texture mod-
elling by employing more descriptive and distinctive features both
for dense matching and recognition. Once the correspondence has
been established, a single feature, i.e. multiscale LBP histogram
descriptor [2] is used for classification. This contrasts with many
other algorithms combining a plethora of different features to
achieve an acceptable level of performance. The combination of
all the modifications proposed in the current work results in a
significant improvement over the best performing graph-based
pose-invariant methods of face recognition [6,4] and other uncon-
strained face recognition methods, not only in terms of efficiency
and computational cost but recognition performance confirmed
by various extensive tests performed on different databases.

The rest of the paper is organized as follows. In Section 2, we
review the literature on unconstrained face recognition. Section 3
introduces MRFs, leading to the formulation of image matching
in their context, and the discussion of the role of the dual decom-
position framework in the process of inference. An efficient mes-
sage passing computation, a multiresolution analysis using RGT,
the incremental subgradient method and GPU processing are
discussed in Section 4. In Section 5, our classifier employing multi-
resolution LBPs is introduced. The evaluation of the method in
terms of processing time and recognition accuracy, including a

comparison to the state-of-the-art face recognition methods on
different databases are discussed in Section 6. In Section 7, conclu-
sions are drawn.

2. Related work

Most of the earliest attempts at face recognition exploit global
features extracted via subspace approaches. Examples include
Eigenface and Fisher-face methods [8,52]. However, presently the
majority of the best performing methods widely make use of local
features for characterising the face images. As an example, in [13],
the authors use vector quantized local pixels to extract discrimina-
tive information. The proposed approach encodes the micro-
structures of the face via a learning-based encoding scheme. To
handle the large pose variation in real-life scenarios, the authors
proposed a pose-adaptive matching method that uses pose-specific
classifiers to deal with different pose combinations of the matching
face pair using features extracted from different components of
faces. While [39] uses spatially localized Gabor filters in a multi-
layer approach using a multiple kernel learning technique for ver-
ification, [2,49] use histogram of local pattern features (such as
LBP, LTP etc.) extracted locally from face images for recognition.
In [36], the authors propose to use histogram of local binary
pattern features extracted from orientation images for the single
sample face recognition task. A recent approach to improve perfor-
mance under difficult settings is to combine multiple features
extracted locally such as the works in [13,30,62], wherein the com-
bination is performed in a wide range of schemes from combina-
tion at the decision level to multiple kernel learning. Some
recent methods based on similarity metric learning which adopt
metric-learning approaches are presented in [22,34]. In [22], the
authors use common local image representations such as LBP
and SIFT descriptors which are combined through a metric learning
approach for face recognition in the wild. Similarly, in [34], local
image representations such as LBP and SIFT are extracted and used
in a distance metric learning approach called pairwise constrained
component analysis (PCCA). In [60,61], the authors propose a two-
level classifier, training a small number of one-shot and two-shot
classifiers for each test pair employing one or both test images as
positive samples and an additional set of negative samples. Differ-
ent variations of LBP descriptors such as patch based LBP are pro-
posed and shown to surpass the standard LBP representation in a
local image representation framework based on histograms. The
authors in [30,29] also make use of this two-level classifier,
employing a set of attribute (race, gender, hair colour, etc.) classi-
fiers in the first classifier of the cascade. The representations
employed are features extracted from different regions of face
locally. The authors in [1] use a validation set of face pairs to
choose the most effective local features from among a large set
and then feed these to an SVM for verification. Recently, a blur tol-
erant image descriptor called Local Phase Quantization (LPQ) oper-
ator is introduced by Rahtu et al. [41]. LPQ has been shown to
perform better than the Local Binary Pattern (LBP) operator in face
recognition and texture classification. In [63], global and local
Gabor phase pattern histograms are proposed for face recognition.
In [15], a kernel discriminant analysis fusion approach is proposed
to combine multiscale LBP and LPQ regional histograms for face
recognition. The method is reported to achieve good performance
in challenging conditions on a number of different databases.

It is generally known that good alignment is important to
achieve high performance in face recognition with uncontrolled
images [21,54]. A method which is often applied is the funnelling
method of [23] which is based on the congealing method of [31]
to deal with real world images. These methods estimate transfor-
mations which minimise image differences. Graph-based methods
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constitute a major category in face recognition. In this framework
[4,6,58,55], different parts of an object are allowed to be consid-
ered independently of other non-neighbouring parts which is use-
ful for dealing with geometrical distortions and also handling
occlusions and cluttered background. Furthermore, graph-based
methods require a minimum number of training images and good
performance can be achieved even by using a single gallery image
per class. In the well known elastic bunch graph matching
approach [59], a system for recognizing human faces from single
images using a dynamic link architecture is proposed. Fiducial
points on a face are characterised using Gabor wavelets and linked
by dynamic links to form face graphs to be matched for recogni-
tion. Drawing on this pioneering work other approaches such the
one in [55] is proposed. In [55], a Bayesian method for face
recognition based on Markov Random Fields (MRF) modelling is
proposed. Gabor wavelet coefficients are used as the base features
while relationships between Gabor features at different pixel loca-
tions are used to provide higher order contextual constraints. The
posterior probability of matching configuration is derived based
on MRF modelling. Local search and discriminate analysis are used
to evaluate local matches, and a contextual constraint is applied to
evaluate mutual matches between local matches. In [6,4] an effi-
cient dense image matching MRF model is exploited to estimate
dense correspondences between a pair of images for pose invariant
recognition of faces. Once images are matched, local LBP histo-
grams are used for recognition. The approach proposed here uses
a graph-based representation for dense and efficient pixel-wise
matching of faces. Once correspondences are established between
images, multiresolution texture features are used for classification
taking into account the pixel-wise alignment of face images.

3. Image matching

For pose-invariant face recognition dense image matching has
been motivated by the fact that unlike frontal pose, in which only
two fiducial points (usually eye coordinates) are sufficient for
alignment, for faces possibly rotated in-depth, a larger number of
point correspondences are needed for effective recognition. Never-
theless, even frontal pose face recognition may benefit from such
correspondence information to cope with changes in expression.

3.1. Markov Random Fields for image matching

A Markov Random Field is composed of a set of nodes V and a
set of edges/hyper-edges £. The nodes correspond to individual
primitives of the object while the edges/hyper-edges encode the
conditional dependencies/neighbourhood system of the nodes.
The goal is to assign each node a label from a predefined admissible
label set X = {1,2,...,L} subject to contextual constraints in a way
that the energy of the assignment is minimum. In Markov models,
contextual information is conveyed by small groups of nodes, the
so called cliques, which are defined by the neighbourhood system.
When the maximum cardinality of the cliques in the graph is two,
the energy associated with the model can be expressed as

E(x;0) = 0s(x) + Y Oat(Xs, Xr) (1)
(

seV s.teE

where x; denotes the labelling of node s and 6 parametrises the
energy. In our matching model which we have adopted from
[45,4], nodes correspond to individual blocks of the image, while
the labels are 2D displacement vectors such that when added to
the coordinates of a block in the template image results in the
coordinates of the corresponding block in the target image. The
matching model consists of two layers of displacement models,
one for the horizontal and the other for the vertical direction, Fig. 1.

3.1.1. Smoothness prior

The severity of admissible local deformations is controlled by
the smoothness prior [4,6] on each layer of the model. Accordingly,
for two neighbouring nodes s and t in the same layer with states x;
and x,, respectively, the prior is set as

Ose (X5, Xe) = p(xs — %) (2)

where p is a normalising constant controlling the trade off between
data fidelity and smoothness of the deformation.

3.1.2. Data term

Edge-based features are well known for their discriminatory,
invariance and repeatability properties. Inspired by the ideas used
in the SIFT descriptor [32], many other features including geomet-
ric blur [9], GLOH histogram [35], SURF [7] and Daisy [51], etc. have
been proposed and used for recognition. We use the Daisy feature
[51] for the construction of the data term in our model.

Constructing the Daisy feature vector at each pixel location
entails computing the oriented gradient maps at several quantized
directions. In this work, the oriented gradient maps are computed
in eight directions. The oriented edge maps are filtered with vari-
ous Gaussian kernels in the next step and then sampled around
each pixel in different radii and directions to form a feature vector.
The number of radii and directions for the sampling scheme is
decided by the user. In general, employing a larger number of radii
and directions provide a richer representation [48], while choosing
a fewer samples is instrumental in reducing the computational
cost. In this work, the feature vectors extracted at every pixel loca-
tion are of size 72, i.e. we sample the points in one concentric circle
and 8 directions in addition to the central pixel. The feature vectors
obtained are then normalised to a unit length and compared using
Euclidean distance. The data term for the model is then computed
as sum of the Daisy distances inside a block. Constructing the Daisy
feature vector at each pixel location entails computing the oriented
gradient maps at several quantized directions. In this work we
compute the oriented gradient maps in eight directions. The maps
are filtered with various Gaussian kernels in order to produce con-
volved orientation maps. The last stage is to sample the image
around each pixel in different radii and directions to form a feature
vector. The number of radii and directions for the sampling scheme
is decided by the user. In general, employing a larger number of
radii and directions provide a richer representation [48], while
choosing a fewer samples is instrumental in reducing the compu-
tational cost. In this work, the feature vectors extracted at every
pixel location are of size 72, i.e. we sample the points in one con-
centric circle and 8 directions in addition to the central pixel. The
feature vectors obtained are then normalised to a unit length and
compared using Euclidean distance. Finally, the data term is
computed as sum of the Daisy distances inside a block.

3.2. Dual decomposition for MAP inference

Some of the well known algorithms for MRF optimisation are
graph-cuts [12], dual decomposition [27], TRW-S [26] and Max-
sum diffusion [56]. Dual decomposition is chosen in this work for
its perfect adaptability to parallel processing. The general idea of
the dual decomposition for MRF optimisation is as follows. Given
a large problem, one decomposes it into solvable smaller and more
manageable subproblems and then extracts a solution to the
original problem by combining the solutions obtained from the
subproblems, Table 1. In this work we choose each subproblem
as an edge along with the two end nodes. This decomposes our ori-
ginal problem into a large number of subproblems, Fig. 1. This
choice is driven by the large number of streaming processors avail-
able in today’s GPUs.
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Fig. 1. Left: original two-layer graph, right: decomposition into edge-wise subproblems.

Table 1
Dual decomposition via subgradient updates [28].

1. Solve each slave MRF independently, i.e. compute x'% — argmin E(x, 6°%)

2. Update parameters of each node in slave using subgradient updates
[28]: 07 = 67 + ber (0 — 5k 3 ™)

3. Repeat steps 1 and 2 till convergence.

4. Solving the subproblems

Once the original graph is decomposed into smaller subprob-
lems, the dual decomposition approach starts by solving each
subproblem independently. Although solving each subproblem
may be performed via an exhaustive search, the complexity of such
an algorithm is quadratically proportional to the number of admis-
sible states of each node, making the inference inefficient. Conse-
quently, it is essential to resort to more computationally efficient
methods.

4.1. Efficient message passing

Two kinds of edges exist in our graph: the inter-layer and the
intra-layer edges. Intra-layer edges encode a smoothness prior on
the deformation field. One may employ max-product message
passing algorithm for MAP inference over intra-layer each edge
[53]. However, in a tree consisting of only one edge along with
the two end nodes, the method fails to provide any computational
advantage. This is due to the fact that direct computation of a
message is of complexity O(L?). Fortunately, following the ideas
proposed in [16], a message can be computed in linear time, i.e
with a complexity of O(L). We use the max-product algorithm
and the distance transform [16] to infer the MAP state of each
intra-layer edge.

4.2. Incremental subgradient updates

The distance transform method cannot be employed for
inter-layer edges encoding the data term. Instead, one needs to
perform an exhaustive search over these edges incurring a compu-
tational complexity of O(L*). However, in the dual decomposition
framework, one may reduce the frequency of some updates via
an incremental approach [10]. We update the less computationally
demanding updates of intra-layer edges at every iteration but the
inter-layer edges are updated less frequently, e.g. once in every n
iterations, where n is determined empirically to achieve the best
trade-off between accuracy and speed.

4.3. Multiresolution analysis

From a recognition point of view, the denser the correspon-
dences between objects, the better the performance. However,
there are certain drawbacks in increasing the resolution of the
model. The computational complexity of the inference in graphical
models may be considered as a major bottleneck of these
approaches which is increased as the resolution of the model
increases. In addition, increasing the number of variables makes
the method more vulnerable to noise. Moreover, employing a high
resolution increases the probability of the optimisation to get stuck
in a local minimum as a result of increased dimensionality of the
configuration space.

In order to reduce the computational burden while increasing
accuracy and improving robustness to noise, one option is to link
a number of sites to a single unit which may be achieved by group-
ing nodes together to produce bigger nodes and estimate a single
label for each [45]. However, one drawback of this approach is
the labelling error introduced by assuming that all nodes, consti-
tuting a bigger node, have similar labels which can adversely affect
the recognition performance. The other option is to use a multires-
olution approach. Multiresolution analysis has successfully been
employed with the aim of avoiding the following problems:
Although larger groups of nodes are used in coarser scales of the
hierarchy, groups with smaller number of nodes are processed in
finer scales. The idea supporting such an approach is that the coar-
ser levels provide a rough estimate of the displacements and finer
levels serve to fine-tune the result of a previous coarser level. Moti-
vated by the successes of multiscale MRF models, in this work we
employ a multiresolution method for multi-level matching of face
images. The method starts with large blocks in a coarse configura-
tion. As the method proceeds, successively smaller blocks and finer
scale configurations are used for inference. The differences
between the method adopted here which is based on the supercou-
pling transform [11,37,18] and some other heuristic methods [3]
are as follows. In a heuristic approach, there is no explicit consis-
tency between the energies being optimised at different levels
whereas the consistency of the energy functionals in different
scales in the applied scheme is maintained through the super-
coupling transform [11,37]. In addition, in this work one achieves
a further speed-up, as compared to a heuristic approach, by
introducing a lumpiness into the configuration. This effectively
translates into subsampling the displacements in the coarser
levels, thus reducing the complexity of inference using the dual
decomposition, i.e. the core optimisation method. Moving to the
finer levels, in the proposed technique, only those fine level labels
which are consistent with the solution in the previous coarser
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resolution are considered which in turn serves to reduce the
complexity of the whole optimisation.

4.4. RGT for multiresolution analysis

There are two main considerations in applying multiresolution
techniques. The first addresses how to coarsen the data and how to
transform the posterior distribution in a way that the solution to
the problem remains consistent across all scales. The second con-
sideration is how to propagate the labelling obtained at a coarse
resolution to the next finer scale so that the optimum at the finer
level is reached more efficiently and it is consistent with the coar-
ser scale solution.

The Renormalisation Group Transform (RGT) [18,11] provides
solutions to both problems in a principled way. The RGT algorithm
consists of two main stages: renormalisation and processing. In the
renormalisation step, finer and finer grids of nodes and a corre-
sponding sequence of energy functionals are iteratively con-
structed. Suppose there is an original grid of size 2" x 2". Then in
the next level, a coarser lattice is obtained by grouping every 4
nodes together and identifying them as a single node. For defining
the energy functional for each coarser level one needs to choose a
probability function (P(X' | X)) measuring how likely a coarse con-
figuration (X’) is given a finer configuration X:

%) = 3 P(X' | X)ef® 3)
X

where E(.) denotes the energy of a configuration. In the processing
stage, a multiscale coarse-to-fine optimisation is pursued. In other
words, optimisation is performed in a coarse scale and then the next
finer level is processed wherein only those configurations which are
constrained by the obtained solution in the previous coarse scale are
considered. Maximum A Posteriori search in a subspace configura-
tion of the next finer level reduces the computational complexity
of the optimisation. If the conditional probabilities P(X' | X) are
chosen as delta functions, then the procedure finds the global min-
imum of the energy [18].

In a multiresolution approach based on the renormalisation
group transform, the whole structure of the probability distribu-
tion is preserved. In practice the RGT is known to be difficult in
implementation. However, in most cases, preserving the full
structure of the probability distribution is not required as only
its maximum is sought (just as in MAP-MRF estimation). In such
cases, a potential-based coarsening technique, referred to as
super-coupling transform [11], which is known to be order pre-
serving, is employed. As a result of the order preserving property,
the mode of the original fine configuration is mapped onto the
mode of the coarsened distribution. The multiresolution approach
based on the supercoupling transform is meant to reduce the time
required for the optimisation process by coarsening the configura-
tion space by enabling long range jumps to guide the whole opti-
misation faster to the global minimum.

As noted earlier, an important issue in multiresolution analysis
is the propagation of the solution from one level to the next finer
scale. A common practice is to employ a block-flat assumption
giving the same label to all nodes inside a block. In this way, the
solution obtained at a coarser level serves as a starting point for
the optimisation in the finer resolution. According to the super-
coupling transform, under the block-flat assumption the value of
the cost function when moving from one level of resolution to
another should stay unchanged. It was shown in [11] that this
transformation, at the zero temperature limit, is identically the
same as RGT.

4.5. Transforming the posterior distribution

Derivation of the parameters for transforming the posterior
distribution in the supercoupling optimisation framework is
presented elsewhere [6] but is restated here for the text to be self
contained. For conciseness, we will consider two levels of resolu-
tion, a coarse level and the next fine scale. It is assumed that
images are of size 2" x 2". The coarse lattice is constructed by
replacing every four nodes in the finer scale and identifying them
as a single node. As a result, each node in the coarse lattice
(denoted by s) corresponds to four nodes in the finer lattice
(denoted by sy, s», s3 and s4), Fig. 2. The fine configuration that
can be produced using the block-flat assumption from the coarse
configuration X’ is denoted by X. The theory of super-coupling
transform then requires that the parameters of the posterior distri-
bution should be determined in a way that

E(X) = E(X') 4)

As a result, for each site in the coarse lattice and its four corre-
sponding sites in the fine level the following equation must hold

'951 (251) + Z 651“1 (Xsl ’XU1) + 952 (5(52) + Z 052“2 (XSZ 75{“2)

(s7.U7)€&f (s2,u2)€€p
+ 953 ()_653) + Z 953u3 ()_(53 75(“3) + 054 ()_CSA)
(s3.U3)€Ef
+ Z 054”4 (2547)2”4)
(Sq,us)€Es
=)+ D O (%.x,) (5)
(s,u)e&c

where & and &, represent the edge sets in the fine and coarse scales,
respectively. Paying attention to the relative positions of the sites
illustrated in Fig. 2, we have

Xs, =Xs, =X, = X5, = Xy,
Xslt = X;[7Xs1r = X;7Rs1b = Xévxsﬂ = x;n
xszf = x;tvxsz" = x;rﬂ)?szb = xév&zl = X;,
XS:af = X;75<537 = Xéwksab = X;bvxsﬂ = ng

Xs4t = X;’RSN = X;7254b = x;bvxsttl = X;l (6)

where the subscripts t, b, I, r are used to denote the top, bottom, left
or the right neighbour of a site in an immediate four-connected
neighbourhood system. Considering the data term separately in
Eq. (5) we have
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Fig. 2. Geometry of sites in the coarse and fine lattice under consideration.
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4
els(x;) = 051 (X;) + 952 (X;) + 053 (X;) + 654 (X;) = Zesi (X;) (7)
i=1

Hence the data term associated with a block in the coarse level is
determined as the sum of its four corresponding nodes in the next
finer scale.
Similarly the pairwise potentials in Eq. (5) must satisfy

Os, s,¢(Xsy s Xsyt) + Osy 5,7 (Rsy s Xsy 1) + Os, 5,0 (Xs, , Xs ) + Os, 5,1(Xs, , Xs,1)

+ 0s, 5,6 (Xs, s Xsyt) + Os,.55r(Xsy s Xs,r)Os, 5,5 (Xs, , Xs, b)

+ 05, 5,1(Xs, , Xsy1) + Os 556 (Xsy s Xsyt) + Osy 550 (Xsy , Xsyr)

+ O, 530(Xsy, Xsyb) + Osy551(Xsy Xsg1) + Os.5,¢ (R Xsyt)

+ Os54r(Xsy, Xsyr) + Os, 5,0 (R, Xsyb) + O, 5,1y Xsy1)

= 0 (X5, %) + 04 (X5, X7) + 05 (%, X5) + 0 (%, X)) (8)
using (6) in (8) one gets
Os,.506(Xgs Xp) + O, 5,1 (X5, X)) + Os, 5,6 (X, Xp) + Os, 5,0 (X, X1) + Oy 550 (X, 1)

+ Osy 535(X5, X)) + b5, 5,5 (X5, Xp) + 05, 5,1(Xs, X))

= O (X6 XD) + 0 (X0, X7) + 0 (X5, X5) + 0 (%6, ).

and hence
Hlst(X;,X/t) = 651~31f(x;7x/t) + 652~52f(X;7X/t)
glsr(xé7x/r) = 952_52,,()(;,)(;) + 953-53T(X;$X;)

sb(X;7X2;) = 653~53b(xé7x2;) + 954154b(x;7x2;)
alsl(x;'/xf) = 051-511()(;7)(;) + 954-541(X;7X;) 9)

By adopting the quadratic pairwise potential, we have:
q(%—x)" =q(X %) +q(x - x)° (10)

implying q¢' = 2q, which indicates that the model prescribes a stron-
ger interaction between sites in the higher levels of the hierarchy.
This is intuitive as in coarser resolutions the sites represent larger
groups of pixels, which would require stronger interaction.

4.6. Graphical processing units (GPUs)

In recent years, parallel processing methods have attracted a lot
of interest due to the technological advancements in designing
new parallel computing devices. The quest to parallel processing
has been intensified further with the advent of general easy to
use programming interfaces. The many-core GPUs can be used as
a large number of small core numeric computing engines.
However, in general GPUs would not do well on tasks CPUs are
optimised to perform. For this reason, the CUDA (Compute Unified
Device Architecture) programming model was introduced by NVI-
DIA to support joint CPU/GPU execution of an application.

4.6.1. Hardware model

At the hardware level, a CUDA enabled GPU is organized into an
array of highly threaded streaming multiprocessors (SMs) each
containing a number of streaming processors (SPs). Each multipro-
cessor has a high speed shared memory visible to all its processing
elements. Also, the GPU has a number of registers, texture, and
constant memory caches in addition to the global DRAM memory.
All SPs in SMs execute the same instruction at the same time on
their own data. Communication between MPs is only through the
DRAM which has a higher latency compared to other types of
memory available on the chip.

4.6.2. Programming model
From a CUDA programmer point of view, the computing system
is composed of a host, ie. a traditional central processing unit

(CPU), and one or more devices, which are parallel processors fitted
with a large number of execution units. In many applications,
program sections include a rich amount of data parallelism, paving
the way to many operations to be executed on program data struc-
tures simultaneously. As all threads perform the same instructions,
CUDA programming model is an example of the widely known sin-
gle-program, multiple-data (SPMD) parallel programming style. A
kernel function in CUDA, determines the code to be executed by
all threads during a parallel computation stage. The kernels usually
generate a large number of threads to utilise data parallelism.
When a kernel is launched, or invoked, it is executed as grid of par-
allel threads.

4.6.3. Porting the optimisation onto the GPU

As noted earlier, an essential prerequisite for a problem to
benefit from the processing power of GPUs is to be composed of
independent computationally intensive parts. Such parallelism
exists in the dual decomposition framework. The dual decomposi-
tion method is an iterative scheme consisting of two core stages:
solving the sub-problems independently and updating the
Lagrange multipliers. As a result, by processing the subproblems
and updating Lagrange multipliers in parallel, large speed up gains
may be achieved. In addition to the core optimisation method,
there are several other functions in the matching process which
are essentially parallel processes. For clarity, in what follows the
routines used in the main algorithm are provided in terms of
pseudo-codes. The first algorithm presented is the main method
implementing the multiresolution optimisation in four levels,
starting from 8 x 8 blocks down to the pixel level.

Algorithm 1. The main matching pseudo-code

Data: template image; target image
Result: 2D displacements of matching
begin
daisy, = Daisy(template);
daisy, = Daisy(rarget);
initialise X ;
420
for i <~ 3 to 0 do

X = Level;(daisy; ,daisy>,X);

end

AppRes(template, X);

end

The Daisy(.) routine in Algorithm 1 computes the daisy feature
vectors for all image pixels. The routine takes advantage of the
processing power of the GPU by incorporating parallel subroutines
for applying separable 2D filters on the image. These include the
computation of image derivatives and applying Gaussian smooth-
ing filters to compute the feature vector. Two additional subrou-
tines to compute the gradient orientation maps and sampling are
also implemented in parallel. The AppRes(.,.) function applies the
2D deformation found (X) to the template image. The routine of
Level;(.,.,.) performs the MRF optimisation in the ith level. The
pseudo-code of Level;(.,.,.) is given in Algorithm 2. In this algo-
rithm, the step parameter is the step size for updating dual vari-
ables in the dual decomposition approach. NP and ILEP stand for
node potentials and inter-layer edge potentials, respectively. X is
the solution vector, i.e. the 2D displacements initialised to zero at
the coarsest resolution.
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Algorithm 2. Pseudo-code of Level;

Data: daisy;; daisyy;X

Result: 2D displacements of matching in the i’ level
begin

initialise step;

NP + 0;

ILEP = pots;(daisy,,daisy,,X);

435 for iter < 1 to iter_final do

X = sub solve;(NP,ILEP,X ,iter);

NP = update(NP,X ,iter,step);

update step;

end

end

The pots;(., .,.) routine in Algorithm 2 computes the data term
in level i for all inter-layer edges simultaneously using the Euclid-
ean distance on the Daisy feature vectors. The two other subrou-
tines of sub_solve;(.,.,.,.) and update(.,.,.,.) are massively
parallel CUDA kernels detailed in Algorithms 3 and 4, respectively.
In these algorithms, the term forall indicates a CUDA kernel invoca-
tion operating in parallel on all computing resources.

Algorithm 3. Pseudo-code of sub_solve_i
Data: ILEP NP, Xiter

Result: X

begin
/Isolve for intralayer(NP):

forall the intra_layer edges do
max-product message passing using distance transform;
compute MAP state;
end
442
/Isolve for interlayer(NP,ILEP):
if (irer%n == 0) then
forall the inter_layer edges do

exhaustive search and compute MAP state;

end

end

end

Algorithm 4. Pseudo-code of update_i
Data: NP, X, step

Result: X
begin
forall the intra_layer edges do
‘ update the two end nodes’ potentials;
443 end
forall the inter_layer edges do
‘ update the two end nodes’ potentials;

end

end

5. Classification

Fig. 3 presents an overview of our face recognition pipeline. The
two images to be compared are shown in the leftmost column
which are matched symmetrically. The symmetric dense matching
entails matching 8 pairs of images which are generated by replac-
ing the roles of the first and second image and making use of the
mirrored versions of both images as well. Once correspondences
are established between each pair of images, the multiscale local
binary pattern (MLBP) histogram features are used to produce a
distance score. Before applying the LBP operators, we normalise
the face images using an effective photometric normalisation
scheme [49]. For face description, the template images are parti-
tioned into 64 non-overlapping rectangular regions and their cor-
responding regions in the target image are identified taking into
account the registration information. Uniform LBP histograms are
then extracted in 10 different resolutions from each region and
their corresponding patches in the target images. These are concat-
enated to form a single vector. A PCA transformation is applied to
reduce the dimensionality of the feature vectors for each region.
The resulting feature vectors are then compared and a match score
is produced for each pair of regions. Taking a classifier fusion
approach, the final dissimilarity score of each pair out of the 8 pairs
of images is defined as

—djdj’-

Dis(I,IN =S —213_ (11)
Z,»:HdJHIIdAI

where Dis(I, I') stands for the dissimilarity of the two images I and I'.
d; is the feature vector of region j in image I after PCA transforma-
tion. d}’- denotes the feature vector of the corresponding region in
image I'. If no training is allowed, the x? distance measure is used
for comparison. After obtaining scores for all eight pairs, the
minimum distance is considered as the final score between the
two images being compared.

6. Experimental evaluation

In this section we first present some image matching results
and next provide the results of evaluating the proposed approach
both in terms of running time and recognition performance.
Fig. 4 depicts intermediate results of multiresolution matching.
The result of matching at each resolution is presented in addition
to the final pixelwise correspondence (Level 0). It can be observed
that the method provides very good results even in the presence of
imperfections in imaging conditions such as pose, self-occlusion,
non-uniform lighting conditions, etc.

Next, we evaluate the proposed face matching method in terms
of computational time and compare it to that of [3,4].

6.1. Gains in running time

In order to compare the run time of different methods, we use
the original source codes of [4] leaving the parameters unchanged.
In this experiment, a template image of size 112 x 128 pixels is
matched against a target image having the range of displacements
set to 32 pixels in each direction. The GPU used in all experiments
is an NVIDIA Geforce GTX 460 SE.

Table 2 reports the effects of different techniques used in the
proposed approach. From the table it can be observed that the par-
allel computation on the GPU accelerates the matching process
~ 24x compared to the baseline method of [4]. This is achieved
by exploiting the computational resources of the GPU which make
it possible to process a large number of subproblems in parallel.
Next, it is observed that the multiresolution analysis accounts for
~ 500% efficiency. In other words, the four-scale multiresolution



56 S. Rahimzadeh Arashloo, J. Kittler/ Pattern Recognition Letters 48 (2014) 49-59

Two images
to be Symmetric matching
compared (8 pairs)

| MLBP —
Scorel
| MLBP
Score 2
| MLBP
Score 3

| MLBP
Score 4

| MLBP
Score 5

MLBP
Score 6

| MLBP
Score7

| MLBP
Score 8

Comparing MLBP features

e | Mlinimum

e

Final score

Fig. 3. Overview of our face recognition system.

Table 2

Speed up gains achieved via different techniques compared to the method in [4].
GPU M.R. analysis Eff. mess. Inc. sub. Overall
~ 24x ~ 5x ~ 1.4x ~ 13x ~ 218x

analysis based on the RGT makes the method faster 5 times over
and above the speed up gain achieved using GPU. As noted earlier,
the efficient message computation algorithm is instrumental in

reducing the computational complexity of the algorithm. From
the table, it is apparent that the employed technique accelerates
the method ~ 1.4x. For the incremental subgradient approach,
we update inter-layer edges once in every two iterations. The
incremental approach accounts for a ~ 25% reduction in running
time making the algorithm ~ 1.3x faster. The final column of the
table, reports the overall effects of the proposed technique. It is
observed that the proposed matching method is more than 200
times faster than the method of [4]. For the proposed method it
takes about 1.4 s to match a template image of size 112 x 128 to

Template

Target Level 3

Level 2 Level 1 Level 0

Fig. 4. From left to right in each row: template, target, deformed template in the forth level, third level, second level and the first (pixel) level.
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the target image compared to the method of [4] which takes more
than 5 min for the same task.

6.2. Unseen pair matching on the LFW database

Next, we evaluate the performance of the proposed approach in
a task of face pair matching in challenging real-life situations.
Recently, with the development of the LFW dataset [24] it has been
possible to study the performance of face recognition methods in
unconstrained settings. The LFW dataset includes real world varia-
tions in facial images such as pose, illumination, expression, occlu-
sion, low resolution, etc. It contains 13,233 images of 5,749
subjects. The task is to determine whether a pair of images belongs
to the same person or not. We evaluate the proposed approach on
the “View 2” of the dataset consisting of 3,000 matched and 3,000
mismatched pairs divided into 10 sets. The evaluation is performed
in a leave-one-out cross validation scheme. The aggregate perfor-
mance of the method over ten folds is reported as the mean
accuracy and the standard error on the mean. There are three eval-
uation settings on this database: the image unrestricted setting,
the image restricted setting and the unsupervised setting. The
most difficult one is the unsupervised setting where no training
data is available. The two other settings allow the use of training
data for the image pairs as “same” or “not same”. The image unre-
stricted setting in addition provides the identity of the subjects in
each pair. We evaluate the proposed approach on the two most dif-
ficult settings of the unsupervised and the image restricted.

6.2.1. Unsupervised setting

We first examine the effectiveness of the proposed methodol-
ogy in the unsupervised setting of the LFW database where we
do not use any training data. In order to compare the results with
other methods under this setting, we use a version of the LFW
database called LFW-a which is aligned using a commercial align-
ment software [61]. We crop face images closely to minimise the
effects of background samples. In this experiment, the multiresolu-
tion LBP histograms are computed from each region of the first
image and compared against the corresponding region in the
second image using the x? distance measure. As a result, our
method is tested in a training free scenario. In contrast to many
other databases, in the LFW dataset no frontal gallery image is
available. In order to minimise the effects of the background and
unavailability of frontal gallery images on the recognition perfor-
mance, the previously described symmetric matching is employed.
Table 3 reports the results under this setting. The previous two
best results under this setting are 72.23% using LARK features
[44] and 86.20% using I-LPQ method [25]. We achieve a mean
accuracy of 80.08% indicating a large 7.85% improvement over
the previous second best result ranking our approach second best.

6.2.2. Image restricted setting

Next, we evaluate the proposed method in the image restricted
setting where the training data is provided as the “same” or “not
the same” for each pair without providing subject identities. In this

Table 3
Comparison of the performance of the proposed approach to the state-of-the-art
methods on the LFW database in the unsupervised setting using a single feature.

Method 1+ Sg

SD-MATCHES, 125 x 125, aligned [47] 0.6410 + 0.0062
H-SX-40, 81 x 150, aligned [47] 0.6945 + 0.0048
GJD-BC-100, 122 x 225, aligned [47] 0.6847 + 0.0065
LARK unsupervised, aligned [44] 0.7223 + 0.0049
I-LPQ, aligned [25] 0.8620 + 0.0046
This work, aligned 0.8008 + 0.0013

Table 4

Comparison of the performance of the proposed approach to the state-of-the-art
methods on the LFW database in the image restricted setting using a single feature
(strict LFW, no outside training data used).

Method 1=+ Sg

0.6002 + 0.0079
0.7245 + 0.0040
0.7393 + 0.0049
0.7847 + 0.0051
0.7295 + 0.0055
0.6822 + 0.0041
0.7935 + 0.0055
0.7908 + 0.0014

Eigenfaces, original [52]

Nowak, original [38]

Nowak, funnelled [38]

Hybrid descriptor-based, funnelled [60]

3 x 3 Multi-region Histograms (1024) [43]
Pixels/MKL, funnelled [39]

V1-like/MKL, funnelled [39]

This work, funnelled

setting, the x? distance measure is used as the dissimilarity
measure. For this experiment, we use a second version of LFW
images called funnelled. The images of this version are obtained
using the aligning algorithm of [23], which does not require
outside training data for alignment. We compare our results with
the methods which use strictly LFW training data without making
use of outside training data. Similar to the unsupervised setting, we
apply the symmetric matching process to an image pair. Table 4
reports the performance of various approaches. Under this setting,
we achieve an accuracy of 79.08 + .0014% which ranks our method
second best among all. The best performing method is the one in
[39] with an accuracy of 79.35 +.0055% only 0.27% better than
what we achieve on average.

6.3. Verification test on the XM2VTS database

In the XM2VTS rotation data set [33] the evaluation protocol is
based on 295 subjects consisting of 200 clients, 25 evaluation
imposters and 70 test imposters. Two error measures defined for
a verification system are false acceptance and false rejection given
below:

FA =EI/I+100%, FR=EC/Cx*100% (12)

where I is the number of imposter claims, EI the number of imposter
acceptances, C the number of client claims and EC the number of
client rejections. The performance of a verification system is often
stated in Equal Error Rate (EER) in which the FA and FR are equal
and the threshold for acceptance or rejection of a claimant is set
using the true identities of test subjects. Table 5 reports the equal
error rates obtained on the XM2VTS dataset using the proposed
approach compared to some other methods. These include the
method in [50], where the authors use a 3D morphable model for
geometrically normalising the rotated images and then use LBP
histograms in the 2D geometrically normalised images. In [4] the
authors use a single resolution LBP histogram together with the
shape information. From the table, it is observed that the proposed
method outperforms both of these methods, despite the fact that
we do not make use of shape information explicitly.

6.4. Identification test on the CMU-PIE database

In this test, we use images of the CMU-PIE database [46] cap-
tured under almost the same illumination conditions with neutral

Table 5
Comparison of the performance of the proposed method to the state-of-the-art
methods on the XM2VTS database.

Method 3D correc. [50] Current work

EER 7.12 4.85 4.27

Face matching [4]

The best results are indicated in bold.



58 S. Rahimzadeh Arashloo, J. Kittler/ Pattern Recognition Letters 48 (2014) 49-59

Table 6

Comparison of the performance of the proposed approach to the state-of-the-art methods on the CMU-PIE database.
Pose co2 Cco5 co7 co9 C11 C14 22 C25 29 C31 C34 C37
Horizontal deviation angle —44° -16° 0° 0° 32° 47° —62° —44° 17° 47° 66° -31°
Vertical deviation angle 0° 0° -13° 13° 0° 0° 1° 11° 0° 11° 1° 0°
Eigenlight-fields Complex [20] 58 94 89 94 88 70 38 56 57 56 47 89
PDM [19] 72 100 na na 94 62 na na 98 na 20 97
AA-LBP [64] 95 100 100 100 100 91 na 89 100 80 73 100
3D morphable model [42] 76 99 99 929 93 87 50 75 97 78 49 94
LLR [14] na 98 98 98 89 na na na 100 na na 82
Face matching [4] 95 98 98 100 89 91 79 95 91 88 83 100
CTRW-S [40] 98 98 100 100 100 98 84 97 98 94 90 100
CTSDP [17] 98 98 100 100 100 98 80 97 100 94 87 100
Current work 100 100 100 100 100 100 92 100 100 100 95 100

The best results are indicated in bold.

expression consisting of 884 images of 68 subjects viewed from 13
different angles. Frontal views of subjects (pose 27) are considered
as gallery images while all the rest (12 different poses) are used as
test images. The results are reported in Table 6. From the table it
can be observed that the proposed technique outperforms all other
approaches achieving 100% recognition rates in all poses but the
two profile views. The best performing methods among other
approaches are the ones in [17,40]|, with an average overall
performance of 94.68% and 96.57%, respectively. The proposed
method achieves a higher average recognition rate of 98.91% com-
pared to both methods of [17,40]. Considering the performance of
other approaches, our method achieves the lowest reported errors
rates on the CMU-PIE dataset with less restrictive assumptions and
minimal injection of prior information.

7. Conclusion

The unconstrained-pose face recognition problem was
addressed using the framework of MRF dense image matching.
We solved the challenging optimisation problem of MAP inference
over the underlying MRFs formulated in [4,6] by exploiting the
processing power of GPUs. A number of different techniques
including multi-resolution analysis based on the RGT theory,
efficient message passing using distance transform and the incre-
mental subgradient approach are an integral part of the solution
to obtain maximum efficiency gains of the proposed approach.
The combination of these techniques was shown to result in a
factor of more than two hundred speed up as compared to the
baseline methods. In order to increase the efficacy of the approach,
multiresolution Daisy features were used to achieve invariance
against deformations and lighting changes. Finally, for classifica-
tion, multiresolution LBP histograms were used to capture discrim-
inative textural content of the images in different scales.

The experimental evaluation of the method, performed on
different challenging databases in various scenarios, demonstrated
an impressive face matching accuracy of the proposed approach.
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