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Abstract—A large amount of training data is usually crucial
for successful supervised learning. However, the task of providing
training samples is often time-consuming, involving a consider-
able amount of tedious manual work. Also the amount of training
data available is often limited. As an alternative, in this paper, we
discuss how best to augment the available data for the application
of automatic facial landmark detection (FLD). We propose the
use of a 3D morphable face model to generate synthesised faces
for a regression-based detector training. Benefiting from the
large synthetic training data, the learned detector is shown to
exhibit a better capability to detect the landmarks of a face with
pose variations. Furthermore, the synthesised training dataset
provides accurate and consistent landmarks as compared to using
manual landmarks, especially for occluded facial parts.

The synthetic data and real data are from different domains;
hence the detector trained using only synthesised faces does
not generalise well to real faces. To deal with this problem,
we propose a cascaded collaborative regression (CCR) algorithm,
which generates a cascaded shape updater that has the ability
to overcome the difficulties caused by pose variations, as well
as achieving better accuracy when applied to real faces. The
training is based on a mix of synthetic and real image data with
the mixing controlled by a dynamic mixture weighting schedule.
Initially the training uses heavily the synthetic data, as this can
model the gross variations between the various poses. As the
training proceeds, progressively more of the natural images are
incorporated, as these can model finer detail. To improve the
performance of the proposed algorithm further, we designed
a dynamic multi-scale local feature extraction method, which
captures more informative local features for detector training.
An extensive evaluation on both controlled and uncontrolled face
datasets demonstrates the merit of the proposed algorithm.

Index Terms—Facial landmark detection, 3D morphable
model, cascaded collaborative regression, dynamic multi-scale
local feature extraction.
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Fig. 1. Self-occluded facial landmarks (square points) of the same identity
rendered from its 3D face scan, with yaw rotations 0◦, 10◦, 30◦ and 50◦.
As the yaw rotation is increased, the ground truth landmarks of the occluded
face parts are getting harder for a human to determine.

FACIAL landmark detection (FLD), or localisation, is
an essential preprocessing step in any automatic face

analysis system [1]–[3]. According to the image type, FLD
algorithms can be categorised as either 2D- [3]–[9] or 3D-
based methods [10]–[13]. Typically, a 2D FLD algorithm is
applied to the content of a face bounding box output by a
face detector, and attempts to locate the positions of a set of
pre-defined landmarks (key points), e.g. eyebrows, eye centres,
nose tip or mouth corners, in a 2D facial image. In contrast, a
3D FLD algorithm performs the task on 3D face data, such as
3D face meshes or range images that are usually in the form
of point clouds [12]. In this paper, we focus on designing a
robust 2D FLD algorithm trained from a mixed training data
with both synthetic and real images. The detected 2D facial
landmarks can be used either as geometric features directly, or
to extract meaningful local or global face texture features for
subsequent face analysis procedures. One common step is to
perform face normalisation based on the detected landmarks
prior to the feature extraction procedure [2], [3], [14]. Another
popular technique is to directly extract local features from the
neighbourhoods around all landmarks [1], [2].

There are two main types of algorithms, either based on gen-
erative or discriminative models (more details in Section II),
for FLD. The most well-known generative models are Active
Shape Models (ASM) [4] and Active Appearance Models
(AAM) [5]; those have been successfully and widely used
for face modelling and landmark detection during the past 20
years, especially in controlled scenarios. However, robust and
accurate FLD in uncontrolled scenarios is very challenging.
ASM and AAM often fail to accurately estimate the landmarks
for ‘faces in the wild’, in the presence of pose, expression,
illumination, and occlusion. Recently, the focus has been on
discriminative models [8], [9], [15]–[26] which have been
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shown to offer better performance in FLD, especially for faces
exhibiting greater variability in appearance.

As most of the discriminative models are supervised, the
availability of a large quantity of training samples is cru-
cial [27], [28]. In general, data acquisition involves collecting
and labelling data manually, which is laborious and expensive.
Moreover, not all annotators are well-motivated to perform the
annotation accurately. Belhumeur et al. [29] measured three
Amazon Mechanical Turk workers’ landmarking results on
more than 1000 images and found a significant diversity in
human annotations. Fortunately, with the growth of digital con-
tent on the Internet, the automatic acquisition of a huge face
dataset has become a possibility, as exemplified by the well-
known LFW face database [30] collected from the Internet
using a Viola-Jones face detector [31]. However, the collected
data then has to be annotated with meaningful tags. This task
is hard to accomplish using existing automatic techniques,
especially for the specific application of FLD. One promising
alternative is to expand an existing annotated/labelled dataset
using either 2D [8], [9], [17], [32], [33] or 3D techniques [34]–
[36]. In this paper, we advocate the use of a 3D morphable
face model (3DMM) [37], [38] to generate a large number
of synthetic faces to augment the training data. Compared to
manually annotated training images, the use of synthetic faces
from a 3D face model has several advantages:

a) : It is inexpensive to obtain a large quantity of training
samples. As the synthesised faces are projections of the shape
and texture of an annotated 3D face scan from 3D to 2D, one
annotated 3D face can render a number of 2D faces under a
variety of pose variations without re-annotating.

b) : The landmarks of the synthesised faces with differ-
ent pose variations are accurate and consistent due to the direct
projection from 3D to 2D. In contrast, manually annotated
landmarks often exhibit bias across different individuals and
images, especially for the landmarks located at weak corners
or along edges [29].

c) : A 3D face scan is naturally non-self-occluded, which
enables the true positions of the occluded landmarks in a 2D
face to be accurately estimated by mapping the 3D coordinates
to 2D, as shown in Fig. 1. With this information, we can
teach a 2D facial landmark detector to accurately estimate
the landmarks of the occluded facial parts in a 2D image. In
previous work, one often-used technique is to omit the self-
occluded landmarks and use different numbers of landmarks
for faces in different poses [2], [39]. But the use of different
landmark schemes builds multiple shape models and cannot
give a unified shape representation. Thus some algorithms only
consider the problem of annotating near-frontal faces [3], [20].
However, the landmarks of the occluded facial parts in a 2D
face image are important for some practical applications, such
as 3D face reconstruction from a single 2D image [37], [38],
[40]–[42]. In this task, 2D landmarks are usually required to
initialise and constrain the 3D face model fitting.

Through our early experimental investigation, we found that
a facial landmark detector trained merely from synthesised
faces often failed to adapt to real faces. This confirms the
conclusion in [28] that simply increasing the training data
can sometimes results in over-training. The main reason is

that the synthesised faces belong to a different domain of real
faces. Furthermore, the synthesised faces from a size-limited
3D face scan dataset lack realistic variations in appearance,
such as variations in lighting, make-up, skin colour, occlusion
and sophisticated background (Fig. 3). This is possibly why
there are only a few previous papers using synthesised faces
for FLD. To tackle this problem, we propose a cascaded
collaborative regression (CCR) algorithm to efficiently exploit
synthesised and real faces in a compound training scheme
with a dynamic mixture weighting schedule. We present an
important innovation whereby in our CCR training scheme
we progressively adapt the relative contribution of synthesised
and natural images. At first, the synthetic data dominates the
training; the impact of the synthetic data is then progressively
reduced as the training proceeds. Thus the proposed CCR
is first trained on a mixed dataset with a large number of
synthesised images to improve the generalisation capacity
followed by adaptation using a small number of real faces.

Note that a discriminative model is a mapping function from
a feature space to a shape space; the choice of features affects
the final performance of the trained model to a great extent.
Generally, we use local features to train a discriminative
model due to their robustness to appearance variations. Both
hand-crafted and learning-based local descriptors have been
employed in previous work, e.g. SIFT [9], HOG [17], shape-
indexed features [8] and the sparse auto-encoder [23], [26].
Yan et al. compared HOG, SIFT, LBP and Gabor features and
found that the HOG descriptor performed best on the task of
FLD [17]. However, due to the complexity of the variations
in appearance of human faces, a single HOG descriptor
does not adequately represent face image properties for FLD.
Therefore, to extract informative local features, we present a
dynamic multi-scale local feature extraction scheme that has
the capacity to provide a rich face representation.

In summary, the proposed algorithm has three main con-
tributions: First, we include a large number of synthesised
samples from a 3DMM when we train a facial landmark
detector in 2D. Second and the most important, we adapt the
trained model from synthesised faces to real faces, for which
we advocate a CCR approach to optimally exploit the synthetic
data in tandem with real face training samples. In the proposed
CCR, the synthesised faces collaborate with the real faces to
build a cascaded facial landmark detector using a dynamic
mixture weighting scheme. Last, we propose a dynamic multi-
scale local feature extraction strategy, which uses a dynamic
window size combined with a multi-scale representation to
extract the local features around a landmark. By design, the
dynamic adaptation of the image window size (from big
to small) naturally works together with the proposed CCR
algorithm that is based on a coarse-to-fine landmark detection
process. Moreover, the use of the multi-scale strategy helps to
extract more informative local features in model training.

The remainder of the paper is organised as follows. We first
give a brief review of related work in Section II. Then we
overview the cascaded regression method in Section III, and
present proposed CCR and dynamic multi-scale local feature
extraction strategy in Section IV. Evaluation and conclusion
are demonstrated in Section V and VI respectively.
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TABLE I
A SUMMARY OF CASCADED-REGRESSION-BASED METHODS.

method structure learning algorithm features

Cao et al. [8] cascaded regression two-level boosted regression shape-indexed pixel difference
Xiong et al. [9] cascaded regression linear regression SIFT
Yan et al. [17] cascaded regression linear regression HOG
Chen et al. [24] joint cascaded regression random forests shape-indexed pixel difference
Zhang et al. [25] multi-task learning (single regressor) deep convolutional network deep convolutional network
Ren et al. [22] cascaded regression random forests local binary features
Burgos-Artizzu et al. [21] cascaded regression two-level boosted regression shape-indexed pixel difference

our CCR cascaded collaborative regression weighted ridge regression dynamic multi-scale HOG

II. RELATED WORK

Existing FLD methods can be divided, according to the
underlying model, into two main categories: generative and
discriminative. A generative model generates different face
instances by adjusting the model parameters, and matches
these generated instances to an input image to optimise the
model parameters. In contrast, a discriminative model directly
predicts the shape update, using a mapping function from a
feature space to the shape space, to guide the evolution from
an initial shape estimate to the true positions.

A. Generative models

Typical generative models are ASM [4], AAM [5] and their
extensions [3], [6], [7], [39], [43], [44]. A common characteris-
tic of ASM and AAM is a parametric PCA-based shape model
that is constrained by the corresponding eigenvalues when
fitting the models to an input image. In general, during the
fitting phase, the model parameters are optimised to minimise
a cost function gauging the error between the generated
instance and the input image. In ASM, the optimisation was
accomplished by first searching for the strongest edge along
the normal to the boundary passing through a landmark [4],
and then minimising the Mahalanobis distance between a
statistical local intensity profile model and the corresponding
intensities of the pixels along the normal [45]. AAM minimises
the difference between the generated face appearance and the
input facial image by adjusting the parameters of the shape
and appearance models. The cost function in AAM is usually
optimised using a gradient descent algorithm, such as the well-
known project-out inverse compositional algorithm [6].

Although generative models have been successfully used in
many scenarios, they often fail on faces in the presence of
varied pose, expression, illumination and occlusion. The main
reason is that the gradient-descent-based algorithms are often
trapped in local minima, and the use of intensity value is not
robust to those variations. Some improved algorithms, such
as view-based AAM [39], bilinear AAM [43], tensor-based
AAM [3], and kernel ASM [46], [47], have addressed these
problems to some extent, but the task of robust and accurate
FLD is still very challenging, especially for faces in the wild.

B. Discriminative models

Compared with the generative models, a discriminative
model builds a mapping function that predicts the shape or

model parameter updates using the features extracted from an
image. In fact, the first discriminative method was adopted in
the original AAM [4], [48]. It used a linear regression model
to build a mapping function between the texture residuals
and the parameter update of a combined appearance model.
The combined appearance model explicitly represents a face
including its shape and appearance. It accomplishes the tasks
of FLD and face texture reconstruction in a unified framework.
The assumption behind linear regression is that there is a
constant linear relationship between texture residuals and
parameter updates. However, this assumption is unrealistic:
linear regression is incapable of solving such a complex non-
linear multi-variable optimization problem. A common way to
overcome this difficulty is to replace linear regression using
more advanced regression schemes, such as canonical correla-
tion analysis [49], random forests [22], random ferns [8], [16]
and deep neural networks [18], [19], [23].

More recently, cascaded regression (CR)-based methods
have been shown to be more successful in overcoming the
difficulties posed by variations in appearance and have demon-
strated impressive performance in both controlled and un-
controlled scenarios [8], [9], [16]–[19], [21]–[25]. The key
to the success of these models is, first of all, to train a
strong regressor which is composed of many weak regressors
in cascade. It has been demonstrated that even a simple set
of cascaded linear regressors achieves promising landmarking
results [9], [17]. Second, a discriminative approach predicts the
landmarks directly using a non-parametric shape model, which
exhibits a better representation capacity compared to a PCA-
based parametric shape model [8]. Benefiting from the inherent
shape constraint of the cascade structure, the non-parametric
models can update the face shape explicitly and accurately.
Last, the local feature descriptors used in CR-based methods
extract more robust local features than using conventional pixel
intensities.

As the main idea of cascaded regression is to use a sequence
of weak regressors to estimate the highly complicated non-
linear relationship between robust local features and shape
updates, the development of cascaded regression has focused
on designing new cascade structures, learning algorithms and
local feature extraction methods. A summary of a set of state-
of-the-art CR-based algorithms is shown in Table I. Dollàr
et al. described the cascaded pose regression for 2D pose
estimation using shape-indexed pixel difference features with
random ferns [16], and further proposed a robust cascaded
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regression method to improve the performance of FLD when
images contain occlusions and large pose variations [21].
Cao et al. [8] introduced the concept of shape constraint
inheritance in cascaded regression and designed a two-level
boosted regression in cascade for FLD. In [9], Xiong and De
la Torre proposed a theoretical explanation of the cascaded
regression approach as a supervised descent method (SDM)
and used SIFT features for successful FLD. Yan et al. [17]
compared different local features, e.g. HOG, SIFT, LBP and
Gabor, for cascaded regression and proposed a ranking scheme
to select the best location from many candidates. Ren et
al. [22] proposed a local binary feature extraction method for
CR-based FLD and achieved state-of-the-art results. Sun et
al. [18], Zhou et al. [19] and Zhang et al. [25] proposed the
use of cascaded deep convolutional neural networks (CNN)
and showed promising results for facial landmarks detection.
The advantage of the use of CNN is that it combines the
feature extraction and regression steps in a unified framework.
However, it is a very difficult task to tune the parameters of
deep neural networks. For a data-driven approach, the issue of
training data size and representativeness for learning cascaded
regression is of paramount importance. Unfortunately, none
of these methods has addressed this issue systemically. In
contrast, the key innovation of this paper is to explore how
best to augment the available data with a larger quantity of
synthetic training samples from a 3D face model. To meet this
requirement, a cascaded collaborative regression algorithm is
proposed to adapt the model from the domain of synthesised
images to the domain of real images, along with an innovative
dynamic multi-scale local feature extraction strategy.

C. Training data augmentation

As stated above, the discriminative models are usually
supervised, which requires a large training dataset to cover
all possible variations likely to be encountered in practice.
However, manually landmarking a training dataset is tedious,
repetitive and error-prone work. To obtain a large training set,
a standard way is to augment the available training dataset
by using different initial shape estimates [8], [9], [17]. To
be more specific, a training sample consists of an image, the
ground truth face shape and the initial shape estimate. The
aim of a discriminative model is to learn a mapping function
that estimates a shape update so as to guide the initial shape
estimate towards the ground truth shape. As the number of
training images and the corresponding ground-truth shapes
is fixed for a specific training dataset, we can augment the
volume of training data using different initial shape estimates
for one particular training image, i.e. putting a mean shape
or a randomly selected shape around the ground truth shape.
However, this approach is inadequate because it only samples
a limited range of similarity transformations of a training set.

Another popular way is to synthesise some virtual samples
using either 2D or 3D techniques. For instance, Tang et
al. [50] proposed the use of a set of synthesised training
samples from an articulated hand model for real-time hand
pose estimation. Ghiasi and Fowlkes [33] generated additional
training samples by the means of adding artificial occlusions

to original training images for FLD. Pishchulin et al. [35]
proposed using a 3D shape model to synthesise realistic human
body images with random backgrounds and demonstrated
superior performance in human detection and pose estimation.
Pepik et al. [36] generated a set of virtual images with a
3D CAD model for fine-grained object detection and pose
estimation using deformable part models constrained by 3D
geometric information. As in [35] and [36], we propose the
use of a 3DMM to synthesise 2D faces. The 3DMM is a
powerful tool that can be used to obtain 3D shape and texture
representations of a human face and generate arbitrarily varied
2D faces. For instance, Rätsch et al. [34] used the 3DMM to
render a set of 2D faces and learnt support vector regression
for pose estimation. However, simply using 3D synthesised
images has some drawbacks as stated in previous sections. The
synthesised images often lack realistic appearance variations,
such as illumination, expression, occlusion and background.
To synthesise realistic human body images, randomly selected
backgrounds were used in [32], [35]. However, this technique
cannot address the problem fundamentally due to a variety of
changes in appearance of the synthesised objects. In this paper,
we consider the problem as a domain adaptation problem and
correspondingly propose a cascaded collaborative regression
algorithm to adapt the model trained on synthesised images to
real ones.

III. BACKGROUNDS: CASCADED REGRESSION

In discriminative FLD, a 2D face shape is represented by
a set of pre-defined landmarks s = [x1, y1, · · · , xL, yL]T,
where L is the number of landmarks and [xl, yl]

T are the
coordinates of the lth landmark. Given N training images
{I(1), · · · , I(N)} with the initialised face shape estimates
{s0(1), · · · , s0(N)}, we first extract the shape-related features
{f(I(1), s0(1)), · · · , f(I(N), s0(N))} using a feature mapping
function {f(I, s)}. Then the discriminative model, i.e. a map-
ping function,

Φ : f(I, s0) 7→ δs, (1)

is trained by minimising the cost function,

1

2N

N∑
n=1

‖s0(n) + δs(n)− s∗(n)‖22, (2)

where s∗(n) is the ground truth shape of the nth training
image and δs(n) = Φ(f(I, s0)) is the corresponding shape
update. The training of Φ, in essence, is a data-driven process
requiring a set of annotated facial images. Generally, the
mapping function in equation (1) can be obtained using any
regression method, such as linear regression [9], [17], random
forests [22] and artificial neural networks [18]. However, using
only one regressor is insufficient, because the task of FLD is a
highly non-linear optimisation problem, made difficult by the
numerous variations in face appearance. In this paper, we use
a state-of-the-art CR structure [9], [16], [17], because of its
robustness and effectiveness. In CR, by linking several linear
regression steps, we can realise a non-linear mapping needed
for the task in hand. Also, the cascade structure provides an
essential framework for the proposed CCR approach, because
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Algorithm 1 Cascaded regression.
1: Input: Image I, initial shape estimate s0 and the pre-

trained cascaded regressors Φ = {R1, · · · ,RM}.
2: Output: Estimated face shape sM .
3: Repeat:
4: for m = 1 · · ·M do
5: Obtain shape-related features f(I, sm−1).
6: Estimate the shape update: δs = Amf(I, sm−1) + bm.
7: Update shape: sm = sm−1 + δs.
8: end for

different types of training data can be used in designing the
respective stages of the cascade.

In CR, the mapping function Φ is a strong regressor formed
by a sequence of weak regressors in cascade:

Φ = R1 ◦ · · · ◦RM , (3)

where Rm = {Am,bm} (m = 1 · · ·M) is the mth weak re-
gressor, Am ∈ R2L×F is the projection matrix, bm ∈ R2L×1

is the offset, F is the dimensionality of the shape-related
feature vector f(I, s). The CR is a coarse-to-fine process, in
which the first few weak regressors cover gross variations and
the subsequent weak regressors refine the roughly estimated
shapes. It has been shown in [8] that the first weak regressor
in the cascade mainly performs affine transformations dealing
with large-scale pose variations, and so can roughly update
the landmarks of the initial shape closer to the ground truth
shape. The last weak regressor covers small-scale variations.
It performs fine tuning to drive the roughly updated shape
estimate to a more accurate position. Details of training the
cascaded regressors, i.e. Am and bm, using our CCR are
discussed later in Section IV-B.

Assuming that a strong regressor Φ has already been pre-
trained, given an input image I and a rough initial shape
estimate s0, we apply the first weak regressor to update this
shape estimate to s1 and then pass s1 to the subsequent weak
regressors until the final shape is obtained (Algorithm 1). To
be more specific, this is a recursive algorithm in which the
mth shape is obtained by:

sm = sm−1 + Amf(I, sm−1) + bm. (4)

Note that the shape-related feature vector f(I, sm−1) changes
after each shape update, because the features are extracted
from local regions around the landmarks of the updated shape.
Typically, the shape-related features are computed by applying
a local feature descriptor to the neighbourhoods around all the
landmarks and then concatenating them into a single feature
vector. We compared the performance of a standard linear-
regression-based CR method using different local features. As
indicated by Fig. 2, the F-HOG [51] descriptor performs best
in terms of accuracy, which confirms the conclusion of [17].
Furthermore, to obtain a more informative representation of
each local region, we extract local features at multiple scales
with a dynamic window size. The details of the proposed local
feature extraction approach are discussed in Section IV-C.

Fig. 2 also demonstrates that the use of cascaded regres-
sion greatly improves the performance of a FLD detector in
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Fig. 2. A comparison of different local descriptors (F-HOG, DT-HOG,
LBP and SIFT), in terms of accuracy on the synthesised face database
using a standard linear-regression-based CR method: (a) normalised average
shape errors of different descriptors with respect to the number of cascaded
weak regressors (M ); (b) detailed cumulative distribution curves of different
descriptors with M = 5. The errors are normalised by the inter-ocular
distance, and the details of the synthetic dataset are described in Section V-A1.

accuracy. Despite different local features, the accuracy of the
use of multiple linear regressors in cascade is much better
than that of a single linear regressor. However, augmenting
the number of weak regressors leads to a linear increase in
computational and memory costs and hence slows down the
whole system. The use of too many weak regressors in cascade
is time-consuming and brings little benefit. The improvement
is marginal after cascading more than 5 weak regressors, as
indicated by Fig. 2.

To set a rough initial shape estimate for FLD, the most
widely used way is to use the face bounding box output by
a face detector, as presented in [8], [9], [17], [26]. More
specifically, in this paper, we firstly calculate the mean face
shape across all the training samples. Secondly, for a training
image, we can estimate the translation (tx, ty) between the
geometric centres of the detected face bounding box and the
ground truth shape. The scale ratio s, both on X- and Y-axis,
between the face bounding box and the ground truth shape
can also be estimated. Hence, for each training image, we
have a parameter vector p = [tx, ty, sx, sy]

T that indicates
the relative position between the face bounding box and the
ground truth shape. Finally, we calculate the average value of
p across all the training samples, and use this to put the mean
shape inside of the detected face bounding box as the initial
shape estimate of an input face image.

IV. CASCADED COLLABORATIVE REGRESSION (CCR)
It is worth noting that CR [16] is crucial for our CCR. The

basic idea of CR is to form a strong regressor from a sequence
of weak regressors in series, while the main purpose of our
proposed CCR is to optimally combine the complementary
information from the synthesised and real face datasets. This
involves mixing these two types of data in designing succes-
sive stages of the cascade via a dynamic mixture weighting
scheme imposing an iterative adjustment of the weights during
the training phase. This can only be accomplished when we
have a multiple regressor system, e.g. CR. In our proposed
CCR, the synthesised training dataset dominates the training
of the first few weak regressors, whereas the real face dataset
dominates the last few weak regressors. Benefiting from the
large synthesised training dataset, the first few weak regressors
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Fig. 3. Facial images rendered from one 3D face scan, with yaw rotation
from −50◦ to 50◦ at 10◦ intervals and with pitch rotation from −30◦ to
30◦ at 15◦ intervals.

in CCR are capable of overcoming the difficulty caused by
pose variation. The last few weak regressors mainly trained
on a relatively small number of real faces refine the rough
shape estimates output by the first few elements, to create a
more versatile model.

A. Face synthesis using 3DMM

As a means of augmenting the training dataset, we gen-
erate training samples synthetically, using a 3D morphable
face model (3DMM) [37], [38], [41], [52]. We captured
163 3D face scans [53], [54] and registered them us-
ing the Iterative Multi-resolution Dense 3D Registration
(IMDR) approach [55]. After registration, the 3D shape
information of a 3D face scan can be expressed by V
3D vertices v = [x1, y1, z1, · · ·xV , yV , zV ]T, where vv =
[xv, yv, zv]

T are the coordinates of the vth vertex. The cor-
responding vertex colour information is represented by t =
[r1, g1, b1, · · · , rV , gV , bV ]T, where [rv, gv, bv]

T are the RGB
intensities of the vth vertex.

To project the 3D vertices to a 2D image plane, a perspective
camera is used. Specifically, each vertex vv can be mapped to
the position wv = [wvx , wvy , wvz ]

T in a camera-centred 3D
coordinate system by the rigid transformation:

wv = RθzRθyRθxvv + τ , (5)

where Rθx , Rθy and Rθz denote the 3D rotation matrices with
the Euler angles θx, θy and θz around the X, Y and Z axes
of the virtual camera coordinate system, and τ ∈ R3 defines
the spatial translation of the camera with respect to the model.
Then wv is projected on the 2D image plane coordinates pv =
[pvx , pvy ]

T by a perspective projection:

pvx = ox + f
wvx
wvz

, pvy = oy − f
wvy
wvz

, (6)

where f is the focal length in the camera-centred coordinate
system, and [ox, oy]

T is the image-plane position of the optical
axis. Given a registered 3D face scan (v and t) and the rotation
parameters θx, θy and θz , we can calculate the 2D coordinates
of each vertex on the 2D image plane coordinate system and
obtain the rendered 2D image using the corresponding 3D
RGB intensities. In general, a registered 3D face scan can
be rendered as 2D faces with arbitrary poses by changing the

rotation parameters θx, θy and θz . Fig. 3 shows some rendered
2D faces under different pose variations from one 3D face
scan. Although the number of the vertices of a 3D face scan
exceeds 30,000 in our model, we only need a small number of
2D landmarks for FLD. In our case, we select 34 landmarks
(Fig. 8c) from the registered 3D scans and use their projected
2D coordinates as the ground truth shapes.

Note that the texture details of synthesised faces are not as
good as real ones, e.g. the synthesised facial images have a
uniform background. Also, the synthesised faces lack variety
of appearance compared with real faces, such as expression,
illumination and occlusion by other artefacts. Thus simply
using only synthesised facial images as a training dataset is
insufficient. To overcome this problem, one straightforward
solution is to synthesise more realistic facial images. For ex-
ample, we can use randomly selected background as suggested
by [32], [35], and add a Phong model to generate virtual
facial images with illumination variations [37], [38]. However,
neither of them can solve the problem fundamentally due to
the rich variations in appearance of human faces. Another way
is to directly train a CR-based model on a mixed training
dataset including both real and synthesised faces. We use the
term ‘one-off’ training for this approach. However, the model
obtained by this one-off training does not fit to a real face very
accurately, due to the preponderance of the synthesised faces
in the mixed training dataset. The synthesised faces dominate
the trained model, especially when the size of the synthetic
dataset is much bigger than that of the real face dataset. Thus
we propose a CCR approach trained using the mixed dataset
with dynamic mixture weighting, so that the synthetic and real
face datasets are complementary. In our proposed CCR, the use
of dynamic multi-scale HOG features leads to further robust-
ness in these variations, especially in illumination, because it
operates on image gradient orientations rather than raw pixel
values.

B. CCR training

Given a mixed training dataset with T synthesised images
{Ĩ(1), · · · , Ĩ(T )} and R real images {I(1), · · · , I(R)}, and
the corresponding ground truth shapes {s̃∗(1), · · · , s̃∗(T )} and
{s∗(1), · · · , s∗(R)}, we first generate the initial shape esti-
mates {s̃0(1), · · · , s̃0(T )} and {s0(1), · · · , s0(R)} by putting
a reference shape in the detected face bounding box, similar
to [9], [17]. The reference shape is either the mean shape or
a randomly selected face shape across all the training shapes.

Then we recursively learn the weak regressors from m = 1
to M . In the training phase, the initial shape estimates s0 are
used to obtain the first weak regressor R1 = {A1,b1}, and
then we apply this trained weak regressor to update all initial
shapes to train the next weak regressor, until all the weak
regressors in Φ = {R1, · · · ,RM} are obtained. To be more
specific, the cost function of learning the mth weak regressor
Rm = {Am,bm} by CCR is:

J(Am,bm) =
ω(m)Jt + (1− ω(m))Jr

2N
+ λ‖Am‖2F , (7)

0 < ω < 1,
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Fig. 4. The curve of ω(m) as m is increased, with different shrinking rates
K in equation (10). For comparison, a simple linear function is also used.

where ω(m) is a dynamic mixing parameter, N = T + R is
the total number of the training samples, λ is the weight of
the regularisation term and ‖·‖F is the Frobenius norm. Jt
is the cost function calculated from the synthesised training
samples:

Jt =

T∑
t=1

‖δs̃m−1(t)−Amf(Ĩ(t), s̃m−1(t))− bm‖22, (8)

and Jr is the cost function calculated from the real training
samples:

Jr =

R∑
r=1

‖δsm−1(r)−Amf(I(r), sm−1(r))− bm‖22, (9)

where f(I, sm−1) is the updated-shape-related local feature,
δsm−1 = s∗−sm−1 is the shape difference between the ground
truth shape s∗ and the updated shape sm−1. The updated
shape sm−1 is obtained by applying the previous m− 1 weak
regressors to the initial shape estimate s0, as described in
Algorithm 1.

The synthesised image dataset interplays with the real
image dataset via the dynamic mixing parameter ω(m). The
first few regressors in the cascaded structure generate gross
shape updates to accommodate pose variations, while the
subsequent regressors generate more precise shape refinement.
The annealing schedule of ω(m) as a function of m is set by:

ω(m) =
1

1 + eK(m−1) , (10)

where K is a shrinking rate. Fig. 4 shows how the function
ω(m) varies when we set K to different values. In the
strong cascaded regressor trained by CCR, the first few weak
regressors are trained on a mixed dataset with a large number
of synthesised images and hence have a good generalisation
capacity to pose variations, while the last few weak regressors
are trained mainly on real images and hence can fine-tune the
shape estimate of a real face.

Note that although the overall mapping function in (3) is
non-linear, each stage in the cascade implements a linear
regressor (4). Thus the mth weak regressor can be efficiently
solved by:

AT
m = (Fm−1ΩmFT

m−1 + λI)−1Fm−1ΩmδS
T
m−1, (11)

where Ωm ∈ RN×N is a diagonal matrix:

Ωm(i, j) =

 ω(m) if i = j AND i, j ≤ T
1− ω(m) if i = j AND i, j > T
0 others

,

(12)
with the first T non-zero values ω(m) and the last R non-
zero values 1− ω(m) on the main diagonal. Fm−1 ∈ RF×N
is the concatenated feature matrix of the synthesised training
samples and the real training samples:

[f̃m−1(1), · · · , f̃m−1(T ), fm−1(1), · · · , fm−1(R)], (13)

where fm−1(n) = f(I(n), sm−1(n)) stands for the shape-
related feature vector extracted from the nth training image
I(n) using the corresponding updated shape sm−1(n), and F
is the dimensionality of the extracted local features. δSm−1 ∈
R2L×N is the concatenated shape difference matrix of the
synthesised training samples and the real training samples:

[δs̃m−1(1), · · · , δs̃m−1(T ), δsm−1(1), · · · , δsm−1(R)], (14)

and L is the number of landmarks. To obtain b, we can simply
add one more element with the value of 1 at the beginning of
each shape-related feature vector; hence the first column of
the solved matrix A becomes b.

C. Dynamic multi-scale local feature extraction

The CCR algorithm is presented above and the only remain-
ing task is feature extraction, i.e. how to obtain f(I, s) for the
CCR training. In this section, we present a dynamic multi-scale
local feature extraction scheme to extract more informative
local features. As suggested by [17], the HOG descriptor
performs best in CR-based FLD. To validate this conclusion,
we tested the accuracy of HOG, LBP and SIFT descriptors on
our synthetic dataset using a standard linear-regressor-based
cascaded regression method. For HOG, we used both the clas-
sical Dalal-Triggs HOG [56] and the extended Felzenszwalb
HOG [51]. The experimental results confirm the conclusion
of [17], as demonstrated in Fig. 2. Hence, in this paper, we
use HOG as the baseline to demonstrate the superiority of the
proposed dynamic multi-scale local feature extraction strategy.

We first extract multi-scale HOG features from multiple
neighbourhoods of each landmark, similar to Chen et al. [1].
They showed that the use of multi-scale local feature descrip-
tors was beneficial for the task of face recognition, so we
combine this multi-scale feature extraction method with the
variable-scale strategy [17], [23], i.e. using a larger window for
the first regressor and progressively smaller windows for the
following regressors. In contrast to [1], [23] that generate a set
of pyramid images of the original image and use a fixed basic
window, we apply the multi-scale feature extraction strategy
by varying the sizes of windows around a landmark for each
regressor. This leads to a reduction in storage. The variable-
scale feature extraction method benefits the proposed CCR,
because the extracted local features using the relatively small
windows of the last few weak regressors are more robust to
pose variations that have already been tackled by the first few
weak regressors.
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(a)
...

(b)

Fig. 5. A schematic overview of the proposed dynamic multi-scale local
feature extraction approach, when we set the number of sub-regressors in
cascade M = 5 and the number of scales for multi-scale local feature
extraction C = 2 (equation (15)): (a) dynamic multi-scale windows for the 1st
sub-regressor; and (b) dynamic multi-scale windows for the 5th sub-regressor.

To obtain dynamic multi-scale local features, we denote the
window size of the cth scale of the mth sub-regressor in the
cascade as S(m,c)(m = 1, · · · ,M ; c = 1, · · · , C), where C is
the number of scales for local feature extraction and M is the
number of sub-regressors. We set

S(m,c) =
(1 + 1

m )Sface

c+ 1
, (15)

where m reduces the window size as the order of the sub-
regressor grows, c generates different scales for each sub-
regressor, and Sface is the size of the face. The face size can be
obtained using the maximum of the inter-ocular distance and
the height between eye and mouth. The neighbourhoods with
dynamic multi-scale window sizes of the 1st and 5th regressors
are shown in Fig. 5, when we set M = 5 and C = 2. Then we
split each neighbourhood into 3× 3 cells and resize each cell
to 10×10 to extracted HOG features on each cell. Finally, we
concatenate all the outputs from the HOG descriptor into one
feature vector. We could further rescale the basic windows
to more sub-windows or split the neighbourhood into more
cells, to extract more informative local features. However, the
dimensionality of the extracted local feature vector would be
higher, leading to increased storage and computation costs.

V. EVALUATION

We extensively evaluated the proposed algorithm on a
number of face datasets: a synthetic face dataset rendered from
163 3D face scans [53]; the CMU Multi-PIE face dataset [57];
the BioID dataset [58]; the HELEN dataset [59]; the LFPW
dataset [29]; and the COFW dataset [21].

In this section, we firstly introduce these datasets and
detail our experimental settings. Secondly, we evaluate the
performance of a basic linear-regression-based CR algorithm
with our proposed dynamic local feature extraction approach
on the synthetic dataset, both in the FLD accuracy and 3D face
reconstruction accuracy. Thirdly, we investigate the proposed
CCR training strategy on the Multi-PIE dataset using different
settings. Lastly, we compare our proposed FLD pipeline with
several recently proposed state-of-the-art algorithms [8], [9],

(a) near-frontal faces

(b) half-profile faces

Fig. 6. Pose variations in the selected subset of Multi-PIE, including (a) 5
near-frontal poses (05 1, 05 0, 14 0, 04 1, 13 0) with 16 IDIAP ground
truth landmarks, and (b) 4 half-profile poses (19 0, 19 1, 08 0, 08 1) with
8 IDIAP ground truth landmarks.

[20], [21], [26], [29], [33], [60]–[62] on BioID, HELEN,
LFPW and COFW.

A. Experimental setup

1) Datasets:
a) Synthetic dataset: The images of this dataset were

rendered from a 3D face scan database with 163 identities [53],
[54]. For each identity, we rendered 11 × 5 2D faces with
11 evenly-distributed yaw rotations from −50◦ to 50◦ and 5
pitch rotations at −30◦,−15◦, 0◦, 15◦, 30◦, as shown in Fig. 3.
Thus, we generated 8965 2D facial images of 163 identities
in total. The ground truth landmarks of the synthesised face
dataset were obtained by projecting the 3D vertices to 2D
directly. For model training and test, we generated 34 2D
landmarks in total, as shown in Fig. 7a and Fig. 8c.

b) Multi-PIE: The Multi-PIE database contains more
than 750000 images of 337 people captured in 4 time ses-
sions, with a wide range of pose, expression and illumination
variations. We chose all 249 identities in Session-01, with 9
different pose variations, all 20 illumination variations and
neutral expression. The total number of the images in the
selected subset is 44820. The pose variations of the selected
subset are shown in Fig. 6. We used the ground truth landmarks
manually annotated by the IDIAP research institute [2]. As the
IDIAP ground truth has 16 landmarks for near-frontal faces
and 8 landmarks for half-profile faces, we measured the FLD
accuracy using the overlapped 8 landmarks (Fig. 6b).

c) BioID: The BioID [58] face dataset has 1521 near-
frontal faces with slight pose and expression variations, col-
lected under a lab environment. The dataset was firstly used
for face detection and recently for facial landmark detection.
Each BioID face has 20 manually annotated landmarks and
17 of them are usually used to test a FLD algorithm [7], as
shown in Fig. 12a.

d) HELEN: The HELEN face dataset [59] is a high
resolution dataset consisting of 2000 training and 330 test
images. Each image in HELEN has 194 annotated landmarks.

e) LFPW: LFPW [29] is a standard FLD benchmark
that has 1100 training images and 300 test images collected
from the Internet. Each LFPW face has 29 manually annotated
landmarks. However, LFPW provides only hyperlinks to the
original web images. We were only able to download 797
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(a) (b) (c) (d) (e)

Fig. 7. Landmarks for different datasets: (a) the original 34 landmarks of our
synthetic dataset; (b) the selected 8 landmarks for Multi-PIE; (c) the selected
17 landmarks for BioID; (d) the selected 29 landmarks for LFPW and COFW;
and (e) the expanded 194 landmarks for HELEN.

training and 237 test images because some of the hyperlinks
have expired. This is a common problem for experiments on
LFPW. All results in [8], [9], [20], [21], [29], [61] are based
on different training and test images. This is also the main
reason for also using the newly proposed COFW benchmark.

f) COFW: COFW [21] is an expanded version of LFPW.
The COFW dataset contains 1345 training images and 507
test images in the wild with a variety of pose, expression,
illumination and occlusion variations. But COFW is much
more challenging than LFPW, due to a large number of very
varied and occluded faces. As in LFPW, each COFW face has
29 manually annotated landmarks.

Note that, to use the proposed CCR algorithm, we have to
train our model on a mixed dataset with both synthetic and real
images. However, the synthetic and real images used in our
evaluation have different numbers of landmarks. To address
this issue, we use a subset of our 34 landmarks of the synthetic
data for Multi-PIE, BioID, LFPW and COFW; and expand
our 34 landmarks to 194 landmarks by linear interpolation for
HELEN, as shown in Fig. 7.

2) Measurement metric: We evaluated the proposed algo-
rithm in terms of landmark detection accuracy on all three
datasets and also in terms of 3D face reconstruction accuracy
on the synthetic dataset, because the ground truth 3D shape
and appearance required for the measurement were not avail-
able for the other datasets.

As a metric of accuracy of landmark detection, we used
the average Euclidean distance between the detected and the
ground truth landmarks, normalised by inter-ocular distance:

e =
1

L · E

L∑
l=1

√
(x∗l − x′l)2 + (y∗l − y′l)2, (16)

where L is the number of landmarks, E is the inter-ocular
distance of the ground truth shape, [x∗l , y

∗
l ] are the coordinates

of the lth landmark of the ground truth shape, and [x′l, y
′
l] are

the coordinates of the lth landmark of the detected shape.
The accuracy of 3D face reconstruction is measured by the

cosine distance in shape, texture and shape plus texture. Taking
texture as an example, given a ground-truth 3D texture t∗ and
the reconstructed 3D texture t′ from a single 2D image, the
similarity between them is measured by the cosine distance:

cos(θ) =
t∗ · t′

‖t∗‖‖t′‖
, (17)

where θ is the angle between these two vectors.

3) Implementation details: The parameters of the CCR
were tuned using on the validation set. The regularisation
term λ was set to 1000, the number of weak regressors M
in the cascade was set to 5, the shrinking parameter K in the
proposed dynamic weighting scheme was set to 2, and the
number of scales used for dynamic multi-scale local feature
extraction C was set to 2. For COFW, the detected face
bounding boxes are provided along with the database. For
HELEN and LFPW, we used the face bounding boxes from
iBUG [63]. For BioID, a Viola-Jones face detector was applied
to obtain the face bounding boxes. For the synthetic dataset
and the Multi-PIE dataset, it is hard to detect all the faces
due to their wide pose variations. Thus we synthesised the
face bounding boxes. We first calculated the ground truth
face bounding boxes using the corresponding ground truth
shapes. Then we performed random displacements between
[−15%, 15%] of the width and height of a ground truth face
bounding box to its left-upper corner, and then resized its
width and height randomly between [0.85, 1.15]. These face
bounding boxes were used to obtain the initial shape estimate
s0 both in training and test. We used the same initialisation
approach as in [9]. The details are also described at the end of
Section III. The proposed algorithm was tested on a 3.5GHz
CPU with a MATLAB implementation.

B. Experiments on the synthetic dataset

The reason we use this synthetic dataset is mainly to demon-
strate the effectiveness of the use of 3D synthesised faces in
detecting self-occluded landmarks, and how this influences 3D
face reconstruction using a 3DMM. In this part, we did not
use the proposed CCR algorithm, because it was developed for
a mixed training data. We used a standard linear-regression-
based cascade regression (CR) algorithm with different HOG
descriptors and their dynamic multi-scale versions, compared
with a standard generative view-based AAM using the inverse-
compositional fitting algorithm [6]. We compared the land-
mark detection accuracy using different methods to validate
the superiority of the discriminative model to generative
model, and also to demonstrate the merit of the proposed dy-
namic multi-scale local feature extraction approach compared
to the standard way. In addition, we evaluated the detection
accuracy for self-occluded landmarks and demonstrated how
it affects the 3D face reconstruction accuracy from a single
2D facial image. We repeated a 2-fold cross-validation 10
times on the synthetic dataset and used the average value for
measurement. The images of the training and test sets were
all synthesised faces.

1) Facial landmark detection: In this part, different FLD
algorithms were used. We used a standard linear-regression-
based CR algorithm in this experiment, with two different
HOG features, and compared it with a standard generative
view-based AAM [39] and human annotated results. To obtain
the human annotated results, we randomly selected 200 test
images and manually annotated them. Note that the superi-
ority of the CR-based algorithms has already been validated
both in controlled and uncontrolled scenarios by many recent
papers [9], [16]–[18], [20]–[22], [26]. Despite the differences
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Fig. 8. A comparison of different facial landmark detectors in terms of accuracy on the synthetic dataset: (a) the cumulative distribution curves of different
facial landmark detectors, including manually annotated results, view-based AAM and the linear-regression-based CR methods using DT-HOG, F-HOG and
their dynamic multi-scale versions; (b) the average error of the CR-based approach with respect to the number of scales for our proposed dynamic multi-scale
local feature extraction strategy; (c) performance measured in terms of the accuracy of different landmarks.

in the type of regression and in the local feature extraction
methods we claim that the key to the success of these
algorithms is the use of the CR framework [16]. Furthermore,
we did not use the proposed cascaded collaborative regression
in this part; hence the only difference between the basic CR
approach used here and the state-of-the-art SDM [9] is that
we use our proposed dynamic multi-scale HOG features rather
than SIFT. From our experience, the choice of HOG results in
more accurate landmark detection, as demonstrated in Fig. 2.

The landmark detection performance in terms of accuracy
of different algorithms is shown in Fig. 8. Firstly, all the
automatic detected results exceed the human performance in
accuracy, including the view-based AAM. This is because the
majority of the test images are non-frontal faces and it is hard
to estimate the landmarks of the self-occluded facial parts
manually, especially for the landmarks on the outer boundary
of a human face (ID 1-7 in Fig. 8c). The human annotation
results would be much better than those of the view-based
AAM if we were to exclude some occluded landmarks, as
shown in Table II. The performance of the manually annotated
results across 5 rotation-robust landmarks (eye centres, nose
tip and mouth corners) is much better than that measured on
all 34 landmarks. Fig. 8c shows the detection accuracy of
different algorithms for all 34 landmarks. It is obvious that the
landmarks at the occluding boundary of a face contribute much

more than the others to the final detection error. Secondly,
we measured the contribution of the number of feature scales
C to the system. Both Table II and Fig. 8b demonstrate the
superiority of the proposed dynamic multi-scale local feature
extraction strategy. However, the improvement is minor when
we use more than 3 scales for local feature extraction, as
indicated by Fig. 8b. The main reason is twofold: 1) the
local features extracted from a small window size provide
less information for a discriminative FLD learning; 2) the
information of the local features extracted from different
scales is somewhat redundant. Lastly, the discriminative linear-
regression-based CR algorithm performs much better than the
generative view-based AAM.

2) 3D face reconstruction: We evaluated the 3D recon-
struction performance by fitting a 3DMM to a 2D facial
image [54]. The landmarks detected by different algorithms
described in the previous subsection, as well as the ground
truth landmarks, were used for 3DMM initialisation. Table III
shows the cosine correlations between the reconstructed and
ground truth 3D information in shape, texture and shape plus
texture. Now 3D face reconstruction from a single 2D facial
image is a very challenging task. Hence the correlation of
shape is very low even when we use the ground truth 2D
landmarks for 3DMM initialisation. Similarly to the landmark
detection accuracy shown above, the 3D face reconstruction
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TABLE II
A COMPARISON OF DIFFERENT FLD ALGORITHMS IN TERMS OF

ACCURACY, MEASURED BY THE AVERAGE ERROR USING 34 LANDMARKS
AND 5 ROBUST LANDMARKS (ID 24, 25, 28, 30, 31 IN FIG. 8C),

NORMALISED BY INTER-OCULAR DISTANCE.

34-landmark (%) 5-landmark (%)

View-AAM 7.83 ± 0.73 6.08 ± 0.56
CR + DT-HOG 4.68 ± 0.13 3.97 ± 0.12
CR + F-HOG 4.25 ± 0.13 3.52 ± 0.12
CR + M-DTHOG (C=2) 4.43 ± 0.11 3.56 ± 0.11
CR + M-FHOG (C=2) 4.08 ± 0.12 3.25 ± 0.12

Human 9.62 4.31
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Fig. 9. A comparison of the detectors trained from the proposed CCR and the
one-off CR in terms of accuracy on Multi-PIE, using three different training
datasets (3D Syn.: 3D synthesised faces, MPIE-Fro.: Multi-PIE faces with
only 5 near-frontal pose variations and 3D Syn. & MPIE-Fro.: a combined one
with all above): (a) the cumulative distribution curves of different algorithms
when 10% of selected Multi-PIE faces are used as the training subset; (b)
the average normalised errors of different algorithms with respect to the
proportion of the training subset of all selected Multi-PIE faces.

accuracy initialised by the dynamic multi-scale F-HOG CR is
superior to all the others, especially to the manually annotated
2D facial landmarks. The main reason is that the trained CR-
based model estimates the landmarks of the self-occluded
face parts better. In contrast, it is very hard to estimate the
landmarks of the occluded facial parts manually.

C. Experiments on Multi-PIE

The experiments on Multi-PIE explore the effectiveness
of the use of the synthesised faces as a complementary
training set for our proposed CCR algorithm. We evaluated
the algorithms in confirmation with different types of training
data varying both in quantity and quality. Here, the term
‘quantity’ stands for the number of the training samples and
the term ‘quality’ stands for the variety of the poses and
face appearance in the training set. To vary the quantity and
examine the quantitative relationship between the size of train-
ing data and the algorithm performance, we split the selected
subset into training and test sets with different proportions. We
randomly selected a training subset with different proportions
(10%, 20%, · · · , 90%) of the available identities and used the
remaining identities as the test set. To vary the quality, we
designed two different protocols: one had a training subset
with incomplete pose variations and the other had a training
subset with all pose variations. The first protocol used 5 near-
frontal poses in the training set for landmark detector training,
whereas the second protocol used all 9 poses. Thus the size
of the real training dataset varies from around 2500 to 22500
images for the first protocol, and from around 4500 to 40500
for the second protocol. We repeated each random selection
10 times and reported the average value. As the relative
performance of different HOG descriptors has already been
shown in the last section, we only use the proposed dynamic
multi-scale F-HOG in this part.

1) Training set with incomplete pose variations: In this
protocol, to examine the effectiveness of the use of 3D
synthesised faces, we generate three different training datasets
using: a) only 3D synthesised facial images; b) only Multi-PIE
faces with 5 near-frontal poses; c) a combination of a) and b)
with mixed training samples. For the first two training sets,
we use the classical CR training, because they only contain
either real or synthesised faces. For the last one with mixed
training images, we use the one-off CR and the proposed CCR
methods.

First, note that the detection results obtained using only 3D
synthesised faces do not adapt to real faces well (Fig. 9a),
because the latter contains a wide range of variations in
appearance exhibited by real faces. Second, as expected, in-
creasing the number of training samples improves the accuracy
of the FLD (Fig. 9b). This confirms that a large amount
of training data is crucial to the success of a regression-
based facial landmark detector training. However, this large
training data is not always available in practical applications.
Third, the use of the 3D synthesised faces as additional
training samples improves the performance of the existing
linear-regression-based CR approach. Last, the proposed CCR
algorithm improves the performance in accuracy even further,
especially when we have a small number of training samples
(Fig. 9b).

In this part, we also evaluated the performance of the
proposed CCR method using different dynamic weighting
functions and parameters, as shown in Fig. 10. We investigated
the effectiveness of the proposed dynamic weighting function
ω(m) as a function of the shrinking rate parameter K in
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TABLE III
A COMPARISON OF THE ACCURACY OF 3D FACE RECONSTRUCTION USING DIFFERENT 2D FACIAL LANDMARKS AS INITIALISATION, MEASURED IN THE

COSINE DISTANCE BETWEEN RECONSTRUCTED AND GROUND TRUTH 3D FACES IN SHAPE, TEXTURE AND THE CONCATENATED 3D SHAPE AND TEXTURE.

shape texture shape + texture

View-AAM -0.0412 ± 0.0078 0.4887 ± 0.0145 0.4194 ± 0.0128
CR + DT-HOG 0.1866 ± 0.0068 0.5978 ± 0.0106 0.5239 ± 0.0094
CR + F-HOG 0.2159 ± 0.0097 0.6096 ± 0.0109 0.5365 ± 0.0096
CR + M-DTHOG (C=2) 0.2127 ± 0.0084 0.6118 ± 0.0103 0.5387 ± 0.0095
CR + M-FHOG (C=2) 0.2343 ± 0.0096 0.6216 ± 0.0101 0.5482 ± 0.0090
Ground Truth 0.4771 0.7000 0.6388
Human 0.1593 0.4659 0.4051
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Fig. 10. A comparison of the accuracy of the proposed CCR algorithm with
respect to the shrinking parameter K. A simple decreasing linear function
(shown in Fig. 4) is also used for comparison. The result is evaluated on
Multi-PIE using a mixed training dataset. For CCR training, both the 3D
synthesised faces and 10% 2D frontal real images from Multi-PIE are used.
The remaining 90% real images are used for test.

equation (10). Also, we used a linear function (shown in Fig. 4)
as a baseline to further validate the superiority of our proposed
dynamic weighting function. The proposed CCR algorithm
degenerates to a classical CR method simply trained on a
mixed dataset when we set K to 0; hence the system cannot
achieve very high accuracy. As K increases, the average error
of the proposed CCR firstly goes down and then slightly
up. This result indicates that the weights of the synthetic
and real datasets should be balanced carefully. The system
cannot generalise well when the real image data prematurely
dominates the system, and cannot adapt to real images well
when the real image data engage in the training too late. Also,
using the proposed annealing function ω(m) is better than
simply using a decreasing linear function.

2) Training set with a complete range of pose variations:
As stated above, in spite of the number of training samples,
the use of 3D synthesised faces as a complementary training
subset improves the final results, especially in conjunction with
the proposed CCR algorithm. Thus, it is interesting to ask why
the use of the 3D synthesised faces helps to train the facial
landmark detector even when the original training set already
contains wide ranging pose variations.

In this protocol, we generate three different training sets
using: a) only 3D synthesised facial images; b) only Multi-
PIE faces with all pose variations; c) a combination of a) and
b). As in the previous protocol, we only use the one-off CR
method for the first two training sets, and use both the one-
off CR and the proposed CCR methods for the last one with
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Fig. 11. A comparison of the detectors trained from the proposed CCR and the
one-off CR in terms of accuracy on Multi-PIE, using three different training
datasets (3D Syn.: 3D synthesised faces, MPIE-ALL: Multi-PIE faces with
all pose variations and 3D Syn. & MPIE-ALL: a combined one with all
above): (a) the cumulative distribution curves of different algorithms when
10% of selected Multi-PIE faces are used as the training subset; (b) the average
normalised errors of different algorithms with respect to the proportion of the
training subset of all selected Multi-PIE faces.

mixed training samples.
First, similar to the first protocol, increasing the number of

training samples improves the performance of a trained facial
landmark detector (Fig. 11b). Second, the performance of the
landmark detector trained on all Multi-PIE faces is much better
than that trained on only near-frontal Multi-PIE faces (Fig. 9
vs. Fig. 11), because the training set used in this protocol
covers all pose variations in the test set. Third, using the
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Fig. 12. A comparison of the proposed method to a set of state-of-the-art algorithms (Cao et al. [8], Belhumeur et al. [29], Cristinacce et al. [7], Vukadinovic
et al. [64], Sangineto [62] and 3DSM [65]) on BioID: (a) the 17 (ID 1-17) and 12 (ID 6-17) landmarks used for comparison; (b) the cumulative distribution
curves of different algorithms measured on 17 landmarks; and (c) the cumulative distribution curves of different algorithms measured on 12 landmarks.

one-off CR training improves the trained detector marginally
only when we have a small number of training samples. In
contrast, the proposed CCR algorithm improves the detection
performance even when the variations in the training set cover
all possible variations in the test set. Last, when the training set
is large enough, e.g. when 90% of all images are selected as
the training set (Fig. 11b), the improvement is marginal. This
is because the size of the training set is already very large
(44820 ∗ 90% = 40338). However, in practical applications, it
is hard to obtain such a large training data set with different
pose variations. Thus, the use of 3D synthesised faces as a
complementary training dataset is an excellent alternative.

D. Experiments on BioID, HELEN, LFPW and COFW

To validate the superiority of the proposed CCR algorithm,
we compared it with a set of state-of-the-art algorithms on the
BioID, LFPW, HELEN and COFW datasets. However, it is a
very difficult work to compare with different algorithms across
these datasets due to different measurement metrics used in
previous work. For example, [7], [8], [29], [64] evaluated the
performance of their methods in accuracy using 17 landmarks
on BioID, whereas [62], [65] measured their approaches using
12 landmarks. Also, different presentation styles, such as a
figure with cumulative distribution curve and a table with
average error, have been used. In this part, to make an
comprehensive comparison, we compared the performance of
our algorithm in accuracy on the BioID dataset using both 17
and 12 landmarks with a cumulative distribution curve figure.
On HELEN, LFPW and COFW, we compared our approach
to the other algorithms using a table with average error, failure
rate and speed, as used in [8], [21], [22]. The average error was
normalised by the inter-ocular distance across 194 landmarks
on HELEN, 17 and 29 landmarks on LFPW, and 29 landmarks
on COFW. The failure rate is defined by the percentage of the
failed detected images whose average error is bigger than 10%
of the inter-ocular distance, as in [21]. The speed is measured
in fps (frames-per-second). We also discuss the efficiency of
the proposed CCR algorithm at the end of this subsection.

TABLE IV
COMPARISON ON HELEN. THE ERROR WAS MEASURED ON 194

LANDMARKS AND NORMALISED BY THE INTER-OCULAR DISTANCE.

method error (%) failures (%) speed (fps)

ST-ASM [66] 11.1 - -
Le et al. [59] 9.1 - -
Cao et al. [8] 7.1 13 2
RCPR [21] 6.5 8 6
SDM [9] 5.85 - 21
LBF [22] 5.41 - 200
CCR + M-FHOG 5.25 7.1 24

1) BioID: To make a comparison on BioID, we trained
our CCR model on our synthetic dataset and the COFW
dataset. The performance of different algorithms in accuracy is
presented in Fig. 12, using both 17 and 12 landmarks. As the
main purpose of the use of our synthetic data is to deal with the
difficulty caused by pose variations and the BioID dataset only
consists of near-frontal faces, the superiority of the proposed
CCR is not very significant compared to some state-of-the-art
methods, e.g. [8] and [29]. However, CCR outperforms all the
other algorithms in accuracy.

2) HELEN: A face image in the HELEN dataset contains
194 landmarks, whereas the synthesised face has only 34 land-
marks. To address this problem, we regenerated 194 landmarks
using linear interpolation on our existing 34 landmarks, as
shown in Fig. 7e. The results on HELEN are demonstrated in
Table IV. Note that, the results of [8] were provided by [21]
using their re-implementation. The proposed CCR performs
best both in the average error and the failure rate, and only
slower than LBF [22]. However, the LBF method was tested on
a more powerful CPU than us. Also, the speed of the proposed
CCR is still competitive compared with all the others and is
sufficient for real-time applications.

3) LFPW & COFW: To use the synthetic dataset as a
complementary training set on LFPW and COFW, we first
chose a landmark subset with 28 landmarks from our all 34
landmarks (ID 4, 8-34 in Fig. 8c). Then we used the landmark
with ID 33 twice to obtain the final landmark subset. The



14

TABLE V
COMPARISON ON LFPW. THE ERROR WAS MEASURED BOTH ON 17 AND
29 LANDMARKS AND NORMALISED BY THE INTER-OCULAR DISTANCE.

method error (%) failures speed
me17 me29 (%) (fps)

Zhou et al. [61] 3.89 3.92 - 25
Cao et al. [8] - 3.43 - 20
SDM [9] - 3.47 - 30
RCPR (full) [21] - 3.50 2.00 12
DRMF et al. [20] 6.50 - 5.74 1
Belhumeur et al. [29] 3.96 3.99 ≈6 1
LBF [22] - 3.35 - 460
RCRC [26] 3.29 3.31 0.84 21

CCR + M-FHOG 3.28 3.29 0.84 69

TABLE VI
COMPARISON ON COFW. THE ERROR WAS MEASURED ON 29

LANDMARKS AND NORMALISED BY THE INTER-OCULAR DISTANCE.

method error (%) failures (%) speed (fps)

Zhu et al. [60] 14.4 80 0.1
Cao et al. [8] 11.2 36 4
RCPR (full) [21] 8.5 20 3
HPM (LFPW68) [33] 7.5 13 0.03
HPM (HELEN68) [33] 7.8 17 0.03
RCRC [26] 7.3 12 22

CCR + M-FHOG 7.03 10.9 69

results on LFPW and COFW are shown in Table V and
Table VI, respectively. The proposed CCR beats all the others
both in the average error and the failure rate, along with
a competitive speed measured in fps (frames per second).
The average errors are measured both on 29 landmarks and
17 landmarks for LFPW, and only on 29 landmarks for
COFW. The selected 17 landmarks are the same as on BioID
(Fig. 12a). The LFPW dataset is less changing than COFW,
due to many images with very varied poses and occlusions in
COFW; hence the superiority of the proposed CCR on COFW
is more significant than that on LFPW. Some examples of the
detected landmarks on COFW are shown in Fig. 13.

It is worth noting that the comparisons above are not totally
fair because we used a synthetic dataset as a complementary
training dataset. However, the other algorithms also augmented
the training data in different ways. For instance, HPM [33]
generated 4 extra images per training image by putting some
artificial occlusions to the original images, and the RCRC
method augmented the training data of COFW 10 times
(1345× 10) by giving different initialised shapes that is even
larger than the number of our mixed training samples (8965).
This demonstrates that the use of synthesised faces as an
augmentation method is more helpful.

4) The efficiency of CCR: As discussed above, the speed
of the proposed CCR on HELEN is almost half of that
on LFPW and COFW. The reason is that the speed of the
proposed algorithm is highly related to many factors, such as
the number of landmarks (L). To speed up our algorithm on
HELEN, we only extracted local features around a subset of
all 194 landmarks. Also, the speed of proposed algorithm is
related to some parameters used in our system, including the
number of cascaded weak regressors (M ), and the number

Fig. 13. Detected landmarks on COFW by the proposed CCR algorithm.

of the scales used to extract local features (C). However,
the shrinking rate (K) used in the weighting function is not
relevant to the speed of the algorithm, but does affect the
accuracy seriously as shown in Fig. 10. Note that the increase
of C and L leads to a quadratic increase in the computational
and memory costs of the training step. Although this can
be carried out offline, it also leads to a linear increase in
the computational and memory costs of online testing. The
increase of M leads to a linear increase in the computational
and memory costs of the offline training and online testing
steps. In practical applications, these parameters should be
tuned carefully according to the running environment and the
requirements of a specific task.

VI. CONCLUSION

We have presented a supervised cascaded collaborative
regression (CCR) algorithm that exploits synthesised faces for
robust FLD in 2D. The use of synthesised faces generated
from a 3DMM greatly improves the generalisation capability
of the trained facial landmark detector. A major advantage
of using synthesised faces is that they do not need to be
manually annotated. Furthermore, the 2D landmarks of the
synthesised faces by direct projection from 3D to 2D are
accurate, especially for the self-occluded facial parts with large
pitch and yaw rotations.

However, confining the training of the facial landmark
detector to merely synthesised faces improves the performance
in real applications only marginally. To effectively exploit
the 3D synthesised training samples and adapt the trained
facial landmark detector to realistic facial images, we proposed
the CCR algorithm. Here, the mixed training data dominates
the training of the first few sub-regressors in the cascaded
strong regressor, which enables the landmark detector to
accommodate pose variations; and the smaller set of real
faces dominates the training of the last few sub-regressors,
which enhances the accuracy of the final shape estimates.
To extract more informative local features, we designed a
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dynamic multi-scale local feature extraction scheme, which
further improved the accuracy of the learned regressor. The
results of a number of datasets demonstrated the superiority
of the proposed algorithm.
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