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ABSTRACT

The independent vector analysis (IVA) algorithm employs
a multivariate source prior to retain the dependency between
different frequency bins of each source and thereby avoids the
permutation problem that is inherent to blind source separa-
tion (BSS). In this paper, a multivariate Student’s t distribu-
tion is adopted as the source prior, which because of its heavy
tail nature can better model the large amplitude information
in the frequency bins. Therefore it can improve the separation
performance and the convergence speed of the IVA and fast
version of the IVA (FastIVA) algorithms as compared with the
IVA algorithm based on another multivariate super Gaussian
source prior. Separation performance with real binaural room
impulse responses (BRIRs) is evaluated by detailed simula-
tion studies when using the different source priors, and the ex-
perimental results confirm that the IVA and the FastIVA with
the proposed multivariate Student’s t source prior can consis-
tently achieve improved and faster separation performance.

Index Terms— Fast fixed point independent vector anal-
ysis, multivariate Student’s t distribution, binaural room im-
pulse responses, source separation

1. INTRODUCTION

Independent component analysis (ICA) is the central tool for
the blind source separation (BSS) problem [1]. The most
well-known BSS problem is the cocktail party problem, in
which the desired speaker must be separated from a mixture
of sounds [2, 3]. In the real room environment, due to re-
verberations, it becomes convolutive blind source separation
(CBSS) [4]. Time domain methods for CBSS are computa-
tionally complex [5]. To overcome this problem the frequency
domain (FD) approach was introduced [6]. Although this
method reduces the computational cost, it introduces a signif-
icant permutation problem across the frequency bins, that is
inherent to the BSS problem and various methods have been
suggested for its resolution [7].

Independent vector analysis (IVA) on the other hand is
proposed as an algorithmic approach to solve the permutation
problem in FD-CBSS [8]. This IVA method exploits higher
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order dependencies across frequencies and defines each vec-
tor source prior by a dependent multivariate super Gaussian
distribution, instead of independent univariate distributions
used by traditional FD-CBSS approaches such as the ICA
method. Such modelling imposes inter-vector source inde-
pendence whilst preserving the higher order intra-vector source
dependencies, namely the structural dependency between the
frequency components of each source. Therefore, the IVA
algorithm mitigates the permutation problem in the learning
process and no prior or post processing is required. Recently,
selecting the appropriate multivariate source prior to improve
the separation performance has become a research focus.

Even though the IVA algorithm mitigates the permutation
problem, its separation performance and convergence speed
still needs improvement in order to apply it in real room en-
vironments. Therefore to achieve faster convergence the fast
fixed point IVA (FastIVA) method was proposed which ap-
plies Newton’s Method in the learning algorithm [9].

In this paper, we adopt a multivariate Student’s t distribu-
tion as a source prior for the IVA algorithm. This source prior
has heavier tails which can be useful in modelling high ampli-
tude components in speech signals, such as in voiced sounds.
Thus such a source prior is likely to yield improved separation
performance as compared with the original multivariate super
Gaussian distribution employed in IVA, when used as the vec-
tor source prior. Moreover, the multivariate Student’s t source
prior can also be used for the FastIVA to improve convergence
rate. Furthermore, both the IVA and the FastIVA algorithms
using the proposed Student’s t source prior are tested with
real room impulse responses, instead of previously used syn-
thetic room impulse responses [19]. The experimental results
show that, with application of the proposed source prior, con-
sistently improved and faster separation performance can be
achieved in realistic scenarios.

The remainder of the paper is organised as follows: Sec-
tion 2 describes the IVA and the FastIVA algorithms; the IVA
and the FastIVA with the proposed Student’s t source prior
are explained in Section 3; results are shown in Section 4; fi-
nally conclusions and relations to prior work are discussed in
Section 5.
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2. INDEPENDENT VECTOR ANALYSIS
The noise-free model in FD-CBSS is described as

ey
@

where x(k) = [1(k), x2(k) - - - 2., (k)]T is the observed sig-
nal vector, and §(k) = [31(k), 32(k) -+~ 5,(k)]T is the esti-
mated signal vector both in the frequency domain and (.)7
denotes vector transpose. The index k denotes the k-th fre-
quency bin of this multivariate model. H(k) and W(k) are the
mixing matrix and the unmixing matrix respectively. In this
paper we assume that the number of sources m is the same as
the number of microphones n,i.e. m =n

The Kullback-Leibler divergence between the joint prob-
ability density function p(S; - - - §,,) and the product of prob-
ability density functions (PDFs) of the individual source vec-
tors [ J¢(S;) is used to derive IVA [8].
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where E[-] denotes the statistical expectation operator, and
det(-) is the matrix determinant operator. In the above equa-
tion, each source is a multivariate vector and the cost function
would be minimised when the vector-sources are independent
while the dependency between the components of each vec-
tor is still preserved. The inter-frequency dependency is mod-
elled by the PDF of the source. The original IVA algorithm
exploits a particular multivariate super Gaussian distribution
as the source prior, which can be written as:

J= KL(
®
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where (.)! denotes the Hermitian transpose and y; and ¥; !
are the mean vector and inverse covariance matrix of the i-th
source respectively. When the cost function (3) is minimised
by the gradient descent method, the nonlinear score function
for source §; can be obtained as [8]:

dlogg(si(1) -
95,(k)

- 8i(k)) = —

where ©(k)(8;(1)---8;(k)) is a multivariate score function
and is used to retain dependency across the frequency bins
and k is the number of frequency bins.

2.1. IVA with the Newton Method

The fast fixed point IVA algorithm is a rapidly converging
form of the IVA algorithm that uses second order learning i.e.
Newton’s method in the update. Newton’s method converges
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quadratically and it is free from selecting an efficient learning
rate. The objective function for FastIVA is as follows [10]:
fwi(k) — 1}]

J:En:[EG Z)\
(6)

where w; (k)" and \;(k) are the i-th row of the unmixing
matrix W(k), and the i-th Lagrange multiplier respectively.
G(.) is the nonlinear function of the summation of the de-
sired signals in all frequency bins. The nonlinear function is
derived from the source prior which can take on several differ-
ent forms as discussed in [9]. For FastIVA with normalisation,
the learning rule iS'

K
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where G’(-) and G”(+) denote the first derivative and second
derivative of G(-) respectively and (-)* is the complex conju-
gate. If this is used for all sources, an unmixing matrix W(k)
can be constructed which must be decorrelated with

W(k) < (W(E)(W(E)T)T2W (k).
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By carefully selecting the appropriate source prior for the Fas-
tIVA algorithm, the separation performance and the conver-
gence speed can be improved.

3. IVA WITH STUDENT’S T SOURCE PRIOR

The nonlinear score function is used to preserve the inter-
frequency dependency and to improve the performance of the
IVA algorithm. A new statistical model that can better pre-
serve the dependency within the source vector is still needed.
It is also stated in [8] that the non-linear function is derived
based on the PDF of the source, so performance of the al-
gorithm can be improved by selecting a source prior that is
more appropriate for speech signals. Therefore in this paper
we have considered the multivariate Student’s t source prior,
which because of its heavy tails can generally better model
the spectrum of speech signals [16].

3.1. Multivariate Student’s t distribution

The Student’s t distribution is now defined.

A K-dimensional random source vector s = (s1,...,5k)7 is
said to have a K-variate t distribution with degree of freedom
v, mean 4 and covariance matrix 3, if its joint PDF is given
by [17]:
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The degree of freedom parameter v can tune the variance and
leptokurtic nature of the distribution. With decreasing v, the
tails of the super Gaussian distribution become heavier. Re-
cently, the multivariate Student’s t distribution has been used
to model speech signals [15]. The Student’s t distribution is a
super Gaussian distribution, which has heavier tails than the
Gaussian distribution and thus it is more suitable to model
certain types of speech signals [16]. Due to the nature of
speech signals, many useful samples can be of high ampli-
tude. Thus the long tails can be an advantage when mod-
elling the dependency between different frequency bins of a
speech signal. This advantage of the Student’s t distribution
will be exploited in the IVA algorithm by changing the source
prior from a multivariate Gaussian distribution to a multivari-
ate Student’s t distribution. The proposed multivariate stu-
dent’s t distribution as the source prior takes the form
v+ K
(s = 1) 5 (s = m))‘ E
v

afs) x (1+ (10)
We assume a zero mean vector u; and that 3J; is an identity
matrix. As such, with appropriate normalisation the nonlinear
function can be used for both the gradient descent IVA and the
FastIVA in the following ways.

e For the gradient descent IVA, the non linear score func-
tion can be derived as shown in our previous work [11]:

N ~ v+ K <§2(k)
p(k)(8i(1) - - 8i(k)) o <K 5
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an
The coefficient # can be absorbed by the step size in
the update equation. Thus it can be normalised to unity.

e For the new version of the FastIVA the non linear func-
tion is again derived from the source prior. When the
multivariate Student’s t distribution is used as the source
prior for the FastIVA algorithm, with zero mean and
unity variance assumption, it becomes:

L= S [5:(K)
(1 Sy [ (k))°
(12)

Equations (11) and (12) show that the score function in both

cases is a multivariate function. Therefore, these score func-

tions can preserve the inter-frequency dependency as all the
frequency bins are accounted for during the learning process.

By tuning the value of v to a lower value, the tails of the dis-

tribution become heavier and better represent the information

that lies in the high amplitude speech measurements, which
results in the performance improvement of the algorithm.

4. EXPERIMENTAL RESULTS

Prior to this paper, the IVA algorithm had generally only been
evaluated with room impulse responses generated by the im-
age method [19], which are synthetic and can not provide
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proper evaluation of a BSS algorithm for real environments.
In this paper, we have performed new evaluations using real
binaural room impulse responses (BRIRs). The BRIRs that
were recorded by Shinn-Cunningham, in a real classroom were
used for the simulations [20]. Six different source location az-
imuths (15° — 90 °) relative to the second source were used.
Also, for reliability all measurements were repeated on three
separate occasions. The measurements shown are the aver-
age of three measurements at six different angles to obtain a
better average estimate of the separation performance. The
RTgo of 565ms examines the achieved performance of the
algorithm in a difficult and highly reverberant real room envi-
ronment.The signal-to-distortion ratio (SDR) in decibels (dB)
calculated with the SiSec toolbox [21] is used to evaluate the
separation performance. In all the experiments, we used the
TIMIT dataset [23]. In each experiment we chose two dif-
ferent speech signals randomly from the TIMIT dataset and
convolved them into two mixtures. We found empirically that
v = 4 was an appropriate value for the degrees of freedom
parameter in the Student’s t source prior and the same value
was used for all the experiments in this paper. The common
parameters used in all experiments are given in Table 1.

Table 1: DIFFERENT PARAMETERS USED IN EXPERIMENTS.

STFT frame length 1024
Velocity of sound 343 m/s
Reverberation time 565 ms (BRIRs)

O9mx5mx35m
2.5 s (TIMIT)

Room dimensions
Source signal duration

4.1. Original IVA with the Student’s t source prior

In this subsection a comparison between the gradient descent
IVA using the original super Gaussian [8] and the Student’s t
source prior is provided.

Original IVA with Averaged BRIR measurement
35
—e—IVA with original super Gaussian source prior [8]
—+—IVA with Student's t source prior

SDR (dB)
T
I

50 60 70 80 20
Angle (Degree)

Fig. 1: The graph indicates results at different separation angles. The position
of the source was varied in steps of 15 © between 15 © to 90 °. Real BRIRs
from [20] were used. Results were averaged over three mixtures. Student’s t
source prior yields a considerable improvement at all separation angles.

Figure 1 shows the separation performance of two ran-
domly chosen speech signals from the TIMIT database for
both Student’s t and the original super Gaussian source pri-
ors [8]. At all six angles SDR values are averaged for both
speech signals and Figure 1 confirms significant improvement
in the performance of the gradient descent IVA algorithm with
the Student’s t source prior.



Table 2 shows the separation performance of the IVA al-
gorithm for five different randomly chosen sets of speech sig-
nals. All the SDR values for each set are the average of sep-
aration performance at six different angles. Table 2 confirms
that the IVA algorithm using the Student’s t source prior gives
consistent improvement for all sets with real room environ-
ments.

Table 2: The table indicates the improvement in separation performance in

terms of SDR (dB) for five speech mixtures. For each mixture the SDR values
are averaged over six different positions of the sources.

Source Prior | Set-1 | Set-2 | Set-3 | Set-4 | Set-5
As in [8] 335 | 403 | 2.64 | 3.05 | 3.22
Student’s t 411 | 485 | 337 | 4.13 | 4.09
Improvement | 0.76 | 0.82 | 0.73 | 1.08 | 0.87

4.2. FastIVA with Student’s t source prior

In this section the proposed Student’s t source prior for the
FastIVA algorithm will be compared with using the original
super Gaussian source prior. To establish the improved sep-
aration performance of the proposed source prior, results are
averaged over eighteen random mixtures. As benchmarks the
basic FastICA [5] and intelligently initialised FastICA [18]
are also included.

Fast/VA with Averaged BRIR measurement
T

- e~ FastlVA with Student's t source prior
—a— FastIVA with original super Gaussian source prior [8]
-~ Inteligently initlised FastiCA[17]

FastiCA algorithm [5]

-y

_________________

. | | L
30 20 30 40 60 70 20

50 90
Angle (Degree)

Fig. 2: The graph provides results for FastIVA and FastICA at different sep-
aration angles. Results are averaged over eighteen random speech mixtures.
The position of the source was varied in steps of 15 © between 15 © to 90 °.
Real BRIRs from [20] were used. Our proposed Student’s t source prior
yields a considerable improvement at all separation angles.

Objective evaluations for real mixtures can not portray the
true quality of the separated speech signals, although they can
be used to compare the separation performance of different
separation methods. Therefore a perceptual measure known
as perceptual evaluation of speech quality (PESQ) [22] is used
and the results are shown in Table 3.

Table 3: The table shows PESQ values for both source priors with BRIRs
[20]. For each mixture PESQ values are averaged over six different angles.

Source Prior | Set-1 | Set-2 | Set-3 | Set-4 | Set-5
As in [8] 1.65 | 203 | 2.14 1.92 | 2.05
Student’s t 1.81 225 | 229 | 2.09 | 2.16

Table 3 indicates the PESQ score for the proposed source
prior in the context of an extremely high RTgsy of 565ms.
This perceptual measure also confirms the improved separa-
tion performance of the FastIVA algorithm with Student’s t
source prior with real room environments.
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Next, we consider the convergence speed which can be mea-
sured by counting the number of iterations that the FastIVA
algorithm will require to converge as measured by changing
likelihood of the algorithm; algorithm convergence is judged
when the change of the norm of the weight matrix is less then
10~ and it is shown in Figure 3.

Convergence speed of FastiVA Algorithm
T

[ VA with original super Gaussian source prior [8]
- Il VA with Student's t source prior

Number of Iterations

15

30 75 %0

Ange (Degree)
Fig. 3: The graph indicates the number of iterations required for the Fas-
tIVA algorithm to converge using both the original super Gaussian [8] and
Student’s t source priors for real BRIRs. Our proposed source prior at most
angles requires almost half the number of iterations.

It is evident from Figure 3 that the FastIVA with the Stu-
dent’s t source prior converges faster than the original super
Gaussian source prior based algorithm. The main purpose
of the FastIVA algorithm was to make the algorithm con-
verge quickly and the proposed Student’s t source prior in
most cases only needs half the number of iterations to con-
verge. Thus the FastIVA algorithm with the proposed Stu-
dent’s t source prior has a better separation performance and
improved convergence speed, which is crucial when using an
algorithm in real time applications.

5. RELATION TO PRIOR WORK AND
CONCLUSIONS

In this paper a multivariate Student’s t source prior is used for
the first time in the FastIVA algorithm. The source prior for
the IVA algorithm is important because the non-linear score
function used to retain the inter-frequency dependency is de-
rived based on the PDF of the source. A particular super
Gaussian distribution was used as a source prior in the origi-
nal IVA algorithm [8]. However, this source prior is not nec-
essarily the best option. A more robust source prior which can
better model the speech signals and exploit the information in
high amplitudes is still needed. The analysis of the selection
of the source prior is also discussed in [12—14]. In this paper,
we used a different source prior which belongs to the fam-
ily of multivariate super Gaussian distributions. Speech sig-
nals that have significant high amplitude components, such as
voice sounds, can be modelled very well with the Student’s t
source prior, since it has heavier tails and can thereby make
use of the information lying in high amplitudes. The new ex-
perimental results using measured BRIRs show that the IVA
and the FastIVA method with the new source prior can con-
sistently achieve improved separation performance and better
convergence speed in real room environments.
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